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Flow Visualization and Flow
Pattern Identification With Power
Spectral Density Distributions of
Pressure Traces During
Refrigerant Condensation in
Smooth and Microfin Tubes
This paper presents a flow pattern identifier of the prevailing flow regime during refrig-
erant condensation inside smooth- and microfin tubes. The power spectral density distri-
bution of the fluctuating condensing pressure signal was used to identify the prevailing
flow regime, as opposed to the traditional (and subjective) use of visual-only methods,
and/or smooth-tube flow regime maps. The prevailing flow regime was observed by using
digital cameras and was validated with the use of the conventional smooth-tube flow
regime transition criteria, as well as a new flow regime map for microfin-tube condensa-
tion. Experimental work was conducted for condensing refrigerants R-22, R-407C, and
R-134a at an average saturation temperature of 40°C with mass fluxes ranging from
300–800 kg/m2 s, and with vapor qualities ranging from 0.05–0.15 at condenser outlet to
0.85–0.95 at condenser inlet. Tests were conducted with one smooth-tube condenser and
three microfin-tube condensers (with helix angles of 10°, 18°, and 37° respectively). The
power spectral density distributions of the condensing pressure signals distinguish the
annular and intermittent (slug and plug) flows. A very low resonant frequency (,40 Hz)
and low power spectral density amplitude of the pressure oscillation denoted stratified
and wavy flows. As the annular flow regime was approached, the oscillations became
larger and their frequencies increased (typically 40–120 Hz). Intermittent flow showed the
most distinct character of all flow regimes. Its trace consisted of large amplitude pressure
pulses occurring at fairly constant frequencies (approximately 50, 60, 80, 100, and 120
Hz). As the transition from intermittent to annular flow began, the pressure fluctuations
became less regular and the amplitude dropped sharply.@DOI: 10.1115/1.1857942#

Introduction
Numerous flow pattern maps have been proposed over the years

for predicting two-phase flow regime transitions in horizontal
tubes under adiabatic and diabatic conditions@1#. Kattan et al.
@2–5# proposed the first comprehensive flow-boiling model for
evaporation inside horizontal tubes based on the local flow pattern
and a newly developed diabatic flow pattern map. Their new ap-
proach resulted in very significant improvements in the accuracy
and reliability of heat transfer predictions compared to previous
methods. As a consequence, several new condensation heat trans-
fer models based on local flow pattern have been proposed by
Shao and Granryd@6# and Cavallini et al.@7#. El Hajal et al.@8#
adapted the flow-boiling two-phase flow pattern map, originally
developed by Kattan et al. for condensation inside horizontal
tubes. El Hajal et al.@8# and Thome/Collier@9,10#proposed a new
log-mean method for predicting void fractions for pressures rang-
ing from atmosphere up to near the critical pressure. This was
prompted by the high reduced pressures of interest for condensa-
tion, and because of the sensitivity of flow pattern transitions, heat
transfer coefficients, and pressure drop to void fraction. The
Thome map@9# is a modification of the Steiner@11# map, which in
turn is a modification of the original Taitel and Dukler@12# map.
El Hajal et al. @8# simplified the implementation of the map by
bringing the Rouhani and Axelsson@13# void fraction equation

into the method to eliminate its iterative solution scheme. Also,
the changes proposed by Zu¨rcher et al.@14# were implemented to
ensure better prediction of the transition curves from annular to
stratified/wavy flow, and from stratified/wavy to wavy flow.

El Hajal et al.@8# and Thome@9# show that for condensation,
saturated vapor enters a condenser tube and forms either:~i! A
thin liquid film around the perimeter of the tube as an annular flow
or ~ii! a liquid layer in the bottom of the tube and a gravity-
controlled condensing film around the upper perimeter as a strati-
fied or stratified/wavy flow. Therefore, the transition curve from
annular and intermittent flow to stratified/wavy flow can be sup-
posed to reach its minimum value and then continue on horizon-
tally to the vapor quality of 1.0. This means that a saturated vapor
enters atx51.0 and goes directly into either the annular flow
regime or the stratified/wavy flow regime, depending on whether
the mass flux is greater or less than the transition curve. This is
shown in Fig. 3 and is discussed later on in the paper.

Thome@9# obtains the transition between intermittent flow and
annular flow as a vertical line given byxIA , which is determined
by setting the Martinelli parameterXtt equal to 0.34, as

xIA5H F0.2914S rV

rL
D 21/1.75S mL

mV
D 21/7G11J 21

(1)

The use of completely visual observations for determining flow
pattern transitions has the disadvantage of sometimes being sub-
jective. Differences in interpretation of visual observations are no
doubt a major reason experimenters have reported different flow

Manuscript received November 7, 2003; revision received September 19, 2004.
Review conducted by: R. M. Manglik.
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patterns under essentially similar flow conditions. The develop-
ment of a simple qualitative means for distinguishing between
flow patterns is therefore desirable@1#.

To construct a flow pattern map for visualization purposes, it is
sufficient to assume a fixed value of mass flux in the general range
of interest. Thome@9# and Liebenberg@15# note that the choice of
the value of mass flux affects the void fraction calculation but is
not significant for the principal transition curves of interest for
most refrigerant condensation studies and therefore has no impact
on xIA, the vapor quality for transition from annular to intermit-
tent flow.

Hubbard and Dukler@16# showed that the analysis of the fre-
quency of the fluctuations in pressure drop between two nearby
wall locations might be used to distinguish between flow patterns
for air-water flow. They found that all of the spectral distributions
were seen to fall into three broad categories, characterized by the
manner in which the energy in the wall pressure fluctuation was
distributed among the frequencies observed. They classified hori-
zontal air-water flow into three regimes: Separated flow, intermit-
tent flow, and dispersed flow. Hubbard and Dukler also found that
the character of a pressure trace is distinguished only by two
variables, the amplitude of the fluctuations and their frequency.
Although certain types of flow could be detected from the time
traces of the wall pressure oscillations without the need to con-
sider the power spectrum~i.e., slug flow and slug-annular flow!,
their traces had characteristic rectangular pressure pulses corre-
sponding to slugs. However, the pressure-time records did not
suffice to distinguish other regimes~i.e., from the traces alone, it
was difficult to discriminate between stratified or wavy flows and
dispersed flow!. Therefore, in order to discriminate between flow
regimes, an investigation was made of the additional information
that could be obtained from the power spectral density~PSD!
distribution of the fluctuating wall pressure. In Hubbard and
Dukler’s work, the wall pressure fluctuations appeared to be sta-
tionary, by virtue of the fact that a random pressure signal’s sta-
tistical properties are unaffected by any translation of time. This
technique could therefore be used because the pressure signal was
of a stationary nature, viz. the random pressure signal’s statistical
properties were unaffected by any translation of time.

Jones and Zuber@17# analyzed the frequency spectrum of the
output of a gamma densitometer to evaluate the statistical nature
of air-water flow. They also employed a digital Fourier analyser to
obtain probability density functions and PSDs of void fraction
fluctuations. Their results include a simplification of overall flow
pattern classification suggested by the statistical data and the de-
velopment of an objective flow pattern discriminator for the three
major classifications: Bubbly, slug, and annular flows. The data
suggest that in the overall view, slug flow is simply a transitional
flow, periodically fluctuating between bubbly flow and annular
flow, and thus is simply a recurring time combination of these
latter two independent regimes.

Weisman et al.@18# also concluded that pressure drop fluctua-
tions would furnish a very convenient means of flow analysis.
However, the complex requirements for good spectral analyses led
the researchers to the development of some relatively simple cri-
teria that can be readily applied to oscillograph traces of the pres-
sure drop.

This paper presents the PSD characteristics of condensing re-
frigerants R-22, R-407C, and R-134a, for both a smooth-tube and
a selection of microfin-tube condensers. The paper also displays
the use of the PSD distribution of the condensing pressure signal
to detect the prevailing flow regime in both smooth tubes and
microfin tubes, verified by visual observations and by a newly
developed flow pattern identification transition criterion for
microfin-tube condensation.

Experimental Facility

The Vapor Compression Loop. The main system compo-
nents were a reciprocating compressor~10 kW nominal cooling

capacity! with suction accumulator, water-cooled condenser, a
manually adjustable expansion valve, and a water-heated evapo-
rator, as shown in Fig. 1~a!.

The test condenser consisted of eight coaxial tube condenser
sections connected in series, and labeled A through H in Fig. 1~a!.
The outer tube of each test section was of hard-drawn copper
tubing with an inside diameter of 17.27 mm and an outside diam-
eter of 19.05 mm, cf. Fig. 1~b!. The inner tubes were either
smooth- or microfin tubes as listed in Table 1. In Table 1, the
length of the smooth-tube condenser was based on that of a typi-
cal commercial heat pump with similar heating capacities. Con-
denser lengths for microfin tubes were calculated from estimates
of the average enhanced heat transfer factors, for all tested mass
fluxes and vapor qualities, of several researchers, as summarized
in Liebenberg@15#. These factors were 1.09, 1.33, and 2.0, respec-
tively, for the 10°, 18°, and 37° helix-angled microfin tubes. Thus,
the 10° microfin-tube length was made 12 m/1.09511 m, and so
forth for the other microfin tubes.

Cooling water flowed in the annulus and refrigerant in the inner
tube in a counterflow direction. Spacers between the tubes pre-
vented tube sagging. Refrigerant mass flow rate through the con-
densers was controlled by means of a refrigerant bypass line,
which was connected in parallel with the test condenser. A water-
cooled aftercondenser was used to ensure that only liquid refrig-
erant entered the Coriolis-type mass flow meter. Sight glasses be-
fore and after the refrigerant Coriolis flow meter were used to
verify that only liquid~i.e., subcooled!refrigerant flowed through
it. All test sections were thermally insulated with foam rubber.

The pressures of the condensing refrigerant were measured with
a large-dial pressure gauge, as well as strain-gauge-type pressure
transducers situated at the inlet and outlet of each of the condenser
subsections. Temperatures were measured with resistance tem-
perature detectors~RTDs! at all the refrigerant and water inlets
and outlets, for both the condenser and evaporator. At each of the
measurement locations, two RTDs were positioned, one at each
side of the inner tube. Six minivideo cameras provided visual
observations through specially manufactured high-pressure sight
glasses@cf. Fig. 1~b!#. Care was taken to ensure that the inner
diameter of the sight glasses was the same as the inner diameter of
the inner tubes.

The Water Loops. Two main water loops were used, one
flowing through the condensing side~i.e., the chilled water loop!
and the other through the evaporating side~i.e., the hot water
loop!. On the condensing side, the water temperature was kept
constant in a 1000 liter capacity insulated reservoir connected to a
15 kW chiller. A centrifugal pump pumped the chilled water to the
coaxial tube condenser. The flow rate of the water through the test
sections was measured with a Coriolis mass flow meter. After
passing through the condenser, the water returned to the reservoir
of the chiller unit.

A similar flow loop was used on the evaporating side, also with
an insulated 1000 liter reservoir, but connected to a 12 kW electric
resistance heater. Increasing or decreasing the temperature and
flow rate of the water through the evaporator and condenser al-
tered the refrigerant density at the compressor inlet and thus the
refrigerant mass flow.

Experimental Ranges. Table 2 shows the ranges of experi-
mental parameters covered, while Table 3 presents the experimen-
tal uncertainties that were calculated by a propagation-of-error
analysis@19#.

Data Acquisition. Data were gathered by a computerized
data acquisition system that displayed all measured quantities in
real time. In addition, secondary quantities, such as flow regime,
refrigerant quality, heat transfer coefficient, and various dimen-
sionless groups, were output to the screen. This allowed close
monitoring of system parameters until they reached target values.
Data were acquired only when energy balances of better than 1%
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Fig. 1 Experimental setup: „a… subsection of test condenser and „b… entire system
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were achieved, which was usually attained after a period of 10–15
min upon implementing a change in setup, depending on the re-
quired mass flux and vapor quality.

Data Reduction

Analysis of Pressure Trace. Pressure traces were sampled at
eight points along the path of the condensing refrigerant and sub-
sequent frequency and amplitude analyses were performed. Figure
2 shows that the character of a pressure trace is distinguished by

the amplitude of the fluctuations and their frequency. It is apparent
that certain types of flow can be detected from the time traces of
the wall pressure oscillations without the need to consider the
power spectrum~i.e., stratified/wavy flows!; their traces have
characteristic ‘‘triangular’’ pulses with much larger amplitudes
than the other flow patterns. However, the pressure-time records
do not suffice to distinguish the other regimes, i.e., from the traces
alone, it is difficult to distinguish between annular and intermittent
~slug and plug!flows. Therefore, in order to discriminate between
flow regimes, an investigation was made of the additional infor-

Table 1 Geometric parameters of experimental inner tubes

Parameter/tube type Smooth Microfin Microfin Microfin

Helix angle~°! — 10 18 37
Apex angle~°! — 40 40 40
Number of fins~-! — 60 60 60
Fin base thickness~mm! — 0.16 0.1661 0.1585
Outside diameter~mm! 9.52 9.65 9.55 9.55–9.575
Inside diameter~mm! 8.11 9.081 8.936 8.668
Tube wall thickness~mm! 1.3 0.292 0.302–0.312 0.445–0.447
Fin height~mm! — 0.194–0.216 0.198–0.2197 0.182–0.229
Overall condenser length~m! 12 11 9 6
Condenser subsection length~m! 1.5 1.375 1.12 0.75
Distance between pressure taps 1.4 1.3 1.0 0.65

Table 2 Ranges of experimental quantities covered

Experimental quantity Range covered

Refrigerant mass flux kg/~m2 s! 300, 400, . . . ,800
Overall condensing heat transfer coefficient W/~m2 °C! 1000–8000
Vapor quality~total, nominal! - 0.05–0.9
Condensation temperature~nominal!°C 40

Table 3 Instrumentation ranges and uncertainty

Quantity Equipment Range

95% uncertainty

Low mass
flux
~300

kg/m2 s!

High mass
flux
~800

kg/m2 s!

Refrigerant temperature Resistance detector, Pt—100 227–95°C 0.14 K 0.04
Water temperature Resistance detector, Pt—100 227–95°C 0.11 K 0.04
Saturation temperature — — 0.12 K 0.02
Log-mean temperature
difference

62.1%

Temperature difference
~water!

60.438%

Pressure Gems Sensor, UK 0–4000 kPa 0.28% 0.18%
Refrigerant mass flow
rate

Coriolis flow meter:
Micro Motion inc., Boulder, CO

0–0.9 kg/s
~nominal range!

0.31% 0.15%

Sensor CMF050M320NB 1.9 kg/s~maximum!
Transmitter RFT9739E4SBB

Water mass flow rate Coriolis flow meter:
Micro Motion inc., Boulder, CO

0–0.3 kg/s
~nominal range!

0.15% 0.40%

Sensor CMF025M009NB 0.6 kg/s~maximum!
Transmitter RFT9739R2SBS

Annulus heat transfer
coefficient

64% 65%

Average heat transfer
coefficient

67% 640%

Local heat transfer
coefficient

615%

Annulus heat transfer
coefficient

69% 611%

Average quality — — 4.58% 1.46%
Viscosity — — 0.10% 0.10%
Density — — 0.03% 0.04%
Tube length Tape measure 0–10 m 60.11%
Tube diameter Dial calliper 0.01–20 mm 60.125%
Uncertainty in water
heat capacity
measurement

63.39%
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mation that could be obtained from the PSD distribution of the
fluctuating wall pressure.

The pressure traces are typical examples of signals that are
neither periodic nor transient~from a statistical point of view!,
thus rendering classical Fourier series analysis ineffective. As sug-
gested by Webster@20#, a PSD distribution of the pressure traces
would render a suitable generalized harmonic analysis.

The data acquisition software was adapted to incorporate auto-
matic sampling of pressure traces, using the power spectrum func-
tion, defined as

Sxx~ f !5X* ~ f !X~ f !5uX~ f !u2 (2)

where X( f )5F$X(t)% is the Fourier transform of the pressure
signal, andX* ( f ) is the complex conjugate ofX( f ). All of these
pressure trace amplitudes and frequencies were analyzed with the
fast Fourier transform~FFT! technique@20#.

The power spectrum was eventually computed as

Sxx5
1

n2
uF$X%u2 (3)

with Sxx representing the output sequence power spectrum, andn
being the number of samples in the input sequenceX. To enable
usage of the FFT, the number of samples would have to be a valid
power of 2, i.e.,n52m for m51,2,3 . . . . Therefore,X essentially
represents the amplitude spectra of the pressure traces.

After numerous preliminary experiments on the experimental
setup, it was found that the frequency range of interest did not
exceed 120 Hz. The user-defined maximum frequency scale was
however set to 140 Hz. Considering that the maximum observable
frequency was 120 Hz, a Nyquist folding frequency of twice that
~i.e., 240 Hz!would be required to avoid the effect of aliasing.
The closest larger valid power of two~i.e., 285256) was thus
selected as the number of samples to be gathered per second,
using 1024~or 210) samples. This resulted in sampling periods of
1024/25654 s. No effect of the system compressor or alternating
current equipment was found in the pressure traces at frequencies
below 140 Hz.

Deduction of Vapor Quality. The average sectional vapor
quality was calculated from

xTS,i5
i TS,i2 i L

i L2 i V
with i L and i V measured atTTS,i

(4)

xTS,o5
i TS,o2 i L

i L2 i V
with i L and i V measured atTTS,o

The average vapor quality of each test subsection was then calcu-
lated asx5(xTS,i1xTS,o)/2.

Experimental Results

Flow Regimes in Smooth Tubes. Figure 3 shows the experi-
mental flow regime map for condensing R-407C in a smooth tube,
using the El Hajal et al. and Thome@8,9# transition equations. The
Thome flow regime transitions varied very little among the refrig-
erants R-22, R-134a, and R-407C and also between different mass
fluxes. It was therefore decided to use the flow regime transitions
for 500 kg/m2 s ~i.e., midway between the lowest and highest
experimental mass fluxes, beingxIA50.48) as the applicable flow
transitions at all mass fluxes@15#.

Figure 3 also shows that all the data points fall in the annular
and intermittent~i.e., slug/plug flow! flow regimes. As the vapor
quality decreases, the experimental points move from the annular
flow region, through the transitional region, and into the intermit-
tent flow region.

Figure 4 shows video-captured images of condensing R-134a at
300, 500, and 800 kg/m2 s in the smooth-tube condenser, where
the progression from one flow regime to the next is apparent. The
images are superimposed on the Thome flow regime transitions to
facilitate ease of interpretation. It is apparent that in the intermit-
tent flow regime, a thick liquid layer covers the lower part of the
condenser tube with a thin liquid film present in the upper part.
Heat transfer is therefore no longer dominated by vapor shear, but
rather by gravity forces.

The experimental observations of Figs. 3 and 4 show that the
Thome flow regime map@8,9# is an accurate flow regime predic-
tor, a fact that has not previously been independently verified. It
was also found that the Thome transitions from annular to inter-
mittent flow are very close to a vapor quality of 48%~for all mass
fluxes!, for all three the tested refrigerants. The intermittent flow
regime, which includes both slug and plug flow, could clearly be
observed, and again, visual observations concur with the Thome
et al. map predictions. Although the visual observations cannot
depict the exact point of transition, the annular-intermittent flow
transitional range of 40% to 50% certainly seems appropriate, thus
validating the Thome predictions.

Flow Regimes in Microfin Tubes. Figure 5 shows flow ob-
servations at 500 kg/m2 s for condensing R-22 inside the four
experimental tubes.~Similar trends for condensing R-134a and
R-407C were observed and are therefore not presented here, but
are available from Liebenberg@15#.!At the highest vapor qualities
~i.e., x.0.9), the flow in the microfin tubes is annular with a

Fig. 2 Sample wall pressure „gauge pressure … traces for con-
densing R-407C in a smooth tube

Fig. 3 Experimental data plotted with Thome †8,9‡ flow regime
transitions for condensing R-407C in a smooth tube at 40°C
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stable, and apparently very thin, annular film. The flow has a
twisting ~or swirling! nature, induced by the helix angle of the
microfins, as expected. Heat transfer would therefore be con-
trolled by vapor shear in this regime. It is further expected that the
microfins are very effective at mixing the liquid-vapor interface
due to their proximity to this interface. Also, surface tension
drainage is expected to have a large effect at these high vapor
qualities.

As the condensation process progresses, liquid accumulates at
the bottom of the horizontal condenser tube. But, different to the
smooth-tube counterpart at equivalent vapor quality, the microfin
tubes generate prominent secondary swirling flows~e.g.,x50.44
for 10° helix angle!, and at these vapor qualities the liquid does
not accumulate in a pool as it does with the smooth tube. Rather,
the microfins ensure that some liquid is carried to the top of the
tube and held there by the capillary action of the fins and the
swirling energy of the flow. The liquid is therefore redistributed
around the circumference, and this changes the flow pattern from
an intermittent flow regime to an annular flow regime, thus further
enhancing the heat transfer. Elongated slugs form at the lower
vapor qualities~cf. x50.2 for the 18° microfin tube!, and eventu-
ally, very prominent waves are formed~cf. x50.05, for the 10°
microfin tube!. It appears that the slug frequency, slug length,
wave amplitude, and the wave frequency are stochastic in nature.
Eventually the refrigerant becomes a subcooled liquid without the
appearance of occasional bubbles, as was the case with the
smooth tube.

It is apparent that the microfins delay the transition from annu-
lar flow to intermittent flow ~by approximatelyx515– 20%),
which enhances the heat transfer relative to the smooth-tube coun-
terpart. The visual observations furthermore showed that the in-
termittent flow regime is neither uniform nor steady.

New Flow Regime Transition Criterion for Microfin-Tube
Condensation. Figure 6~a!plots the variation of void fraction,
calculated by the Rouhani and Axelsson@13# and Thome@9#
‘‘logarithmic-mean’’ methods, with average vapor quality for con-
densing R-407C in all three microfin tubes. The trends for con-
densing R-134a and R-22~and for different helix angles! are near
identical and are therefore not reproduced here, but are available
in Liebenberg@15#. However, the slopes of the curves change at a
vapor quality of approximately 25% for all three the refrigerants
~the comparative vapor quality was 30% for the smooth tube!.
This vapor quality depicts the transition from stratified/wavy/
intermittent flow to annular flow.

Another observation from Fig. 6~a! is that the void fractions
were almost always greater than 0.5, even at the lowest vapor
qualities~as was the case for the smooth tube!. As was the case for
the smooth tube, if it is considered that the difference between the

liquid and vapor densities was large for all three refrigerants
tested under the experimental conditions, it can then be assumed
that, in the mass flux range tested~300–800 kg/m2 s!, an annular
flow configuration should exist over most of the tube length where
condensation occurs. This was the case as attested to by the earlier
visual observations. It is therefore apparent that analysis tech-
niques and correlation methods that are applicable to annular flow
are of particular interest for this study.

Figure 6~b!presents a plot of the void fraction for the three
tested refrigerants against the Froude rate on a logarithmic scale,
where the Froude rate parameter is defined as@21#:

Ft5@~G2x3!/@~12x!rV
2gDi ##1/2 (5)

Figure 6~b!shows the smooth-tube results compared to only the
18° microfin-tube case, due to identical trends that were observed
for the other helix-angled microfin tubes. The void fraction data
are seen to collapse neatly with respect to the Froude rate param-
eter, and that the slope changes at a Froude rate (Ft) of 10 ~com-
pared toFt520 for the smooth tube!, again indicating the change
in flow pattern from stratified/wavy/intermittent to annular. The
transitional Froude numbers were calculated by plotting the local
heat transfer coefficients against the Froude numbers, as reported
in Liebenberg@15#.

Figures 5, 6~a!, and 6~b!show the similarity of flow regimes
between microfin tubes and smooth tubes. There is a similar
change in flow characteristics at a Froude rate of 10–20 and at
vapor qualities in the vicinity of 30%, cf. Fig. 6~b!. Under the
last-mentioned conditions, the flow pattern changes from
stratified/wavy/intermittent to annular flow, implying that the
Froude rate is a suitable predictor of the transition between the
annular and intermittent/stratified/wavy flow regimes.

Although the Thome flow regime map@8# predicts the similar
transition in the vapor quality range of 48–52% for the smooth
tube, it must be acknowledged that the stratified-intermittent tran-
sition region is one of poor precision. The fact however remains
that the microfin tubes cause a delay in transition from annular to
intermittent flow and it would therefore make sense to adapt the
Thome smooth-tube transition criterion for annular to intermittent
flow.

Recognizing that the Lockhart–Martinelli parameter, Eq.~6!, is
essentially a ratio of viscous dissipation to inertial energy, and that
the Froude rate parameter, Eq.~5!, is a ratio of gravitational en-
ergy dissipation to inertial energy, implies that these two param-
eters could be used together in order to predict transition from
annular flow~where viscous forces dominate! to intermittent flow
~where gravitational forces dominate!. The Lockhart–Martinelli
parameter is defined as@22#:

Fig. 4 Video images of condensing R-134a at 300, 500, and 800 kg Õm2 s in a
smooth tube, superimposed on the flow transitions of the Thome et al. †8,9‡
map. Mass flux „300, 500, and 800 kg Õm2 s… is plotted against vapor quality.
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Xtt5S rV

rL
D 0.5S mL

mV
D 0.1S 12x

x D 0.9

(6)

Graham et al.@21# showed the relative independence between
gravitational and viscous effects as the flow field transitions from
one region of dominance to the other.

Figure 7 shows the variation of Martinelli parameter (Xtt) with
Froude rate~Ft! for all test points for all three refrigerants in all
three microfin tubes as well as for the smooth tube. All the data
points were logarithmically regressed to

Xtt520.3696 ln~Ft!11.5465 (7)

Using the pre-established Froude rate transitional value of 10
@cf. Fig. 6~b!#into Eq.~7!, gives a value ofXtt50.695. When this
value is equated to Eq.~6!, and the resulting equation is rear-
ranged to make the vapor quality the object of the equation, gives

xIA5H F0.595S rV

rL
D 21/1.75 S mL

mV
D 21/7G11J 21

(8)

The vapor quality determined by Eq.~8! therefore gives the tran-
sition between intermittent and annular flow, and will be used to
adapt the Thome flow regime map for use with microfin-tube
condensation~cf. Fig. 8!. The transitional vapor qualities obtained
by the use of Eq.~8! give values of 32% for all three microfin

Fig. 5 Flow observations at 500 kg Õm2 s for condensing R-22 inside „a… a smooth tube, and
microfin tubes with varying helix angles: „b… 10°, „c… 18°, and „d… 37°
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tubes using R-22, 39% for R-407C, and 30% for R-134a. There-
fore, the transitional vapor qualities have shifted from approxi-
mately 48% for smooth tubes~cf. Fig 3! to 30–39% for microfin
tubes, thus correctly reflecting the delay in the transition from
annular to intermittent flow by 9–18% for the microfin-tube
condensers.

Regarding the transitions from intermittent and annular flow to
stratified/wavy flow, the smooth-tube case displayed the highest
mass flux transition values, compared to the microfin tubes. For
the microfin tubes, little difference was predicted, although
R-134a ensured the lowest transitional mass fluxes, followed by
R-22, and then R-407C. It was only at vapor qualities below ap-
proximately 35% where the transitional curves showed diverging
tendencies. These variations are directly attributed to the varying
reduced pressures among the refrigerants, since high values of
reduced pressure imply similar densities of the liquid and vapor
phases, which further imply higher values of vapor density and
viscosity, and lower values of liquid density and viscosity. Con-
densing R-134a had a reduced pressure of 0.26, R-22 had a value
of 0.31, and R-407C had a value 0.36, thus meaning that at a
given mass flux, the size of the vapor quality range occupied by
annular flow was greater at lower reduced pressure, implying that
the most annular flow was observed for R-134a, followed by
R-22, with R-407C showing the least amount of annular flow,
@15#. The flow transitions are represented in Fig. 8.

Power Spectral Densities
The pressure signals obtained from the pressure transducers

were sampled as earlier explained, and their respective PSD dis-
tributions were calculated in real time. Liebenberg@15# shows that
there are distinct similarities between the PSDs of R-407C, R-22,
and R-134a. Therefore, only the salient characteristics and har-
monics are shown for both the smooth-tube~Fig. 9! and microfin
tubes~Fig. 10!.

Smooth-Tube- and Microfin-Tube Results. Figure 9 shows
that the high vapor qualities are associated with power spectra that
are focused at either 40 or 120 Hz. Visual observations show that
this corresponds to stable annular flow. As the vapor quality re-
duces, cf. Fig. 9~b!, the amplitudes of the harmonics reduce in
magnitude but that harmonic frequency of the higher vapor qual-
ity flow is retained~i.e., 40 and 120 Hz!. This flow regime is
indicative of an unstable annular flow where a thick liquid film
should be apparent.

When a vapor quality of around 40–50% is attained, the PSD
distributions change and now cover the entire band of frequencies,
with at least eight dominant harmonics occurring~typically, 5, 20,
50, 60, 80, 100, 110, and 120 Hz!. When compared with the visual
observations, the flow is of an intermittent~slug and plug!nature.
Figure 9~c!indicates that these harmonics characterize the fluctu-

Fig. 6 „a… Void fraction versus average vapor quality for all
three microfin tubes for condensing R-407C „condensing
R-134a and R-22 showed near-identical trends, and are there-
fore not shown here …; „b… Comparison of smooth-tube and 18°
microfin tube void fractions versus Froude rate parameters.
The transitional Froude numbers were calculated by plotting
the local heat transfer coefficients against the Froude numbers,
as reported in Liebenberg †15‡.

Fig. 7 Martinelli parameter „Xtt… versus Froude rate parameter
for R22, R-407C, and R-134a condensing in the three test mi-
crofin tubes „10, 18, and 37-helix angles …

Fig. 8 Comparison of experimental Thome et al. flow pattern
transitions in a smooth tube, versus those in microfin tubes
with condensing R-22, R-407C, and R-134a
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ating nature of the slugs and plugs, and are also indicative of the
flow’s periodic transition to annular~thick-film! flow. In the tran-
sitional region between intermittent~i.e., slug and plug!and an-
nular flow, the wide range of frequencies covered by the PSD,
suggest a recurring time combination of the intermittent and an-
nular flow regimes.

At low vapor qualities~i.e., x,30%) and low mass fluxes (G

,500 kg/m2 s), the flow is of a highly intermittent nature, as sug-
gested in Fig. 9~d!. The same harmonics as in the previous higher
vapor quality region are retained, but the PSD amplitudes have
decreased. At vapor qualities lower than 20%, many of the previ-
ous harmonics have disappeared, cf. Fig. 9~e!, and the harmonics
are now typically concentrated around 0–5, 30, 50, 60, and 100
Hz. The amplitudes also drop off significantly with increasing

Fig. 9 Summary of typical PSD distributions „versus harmonic frequency … for the different
observed flow regimes in the smooth tube „for 500 kgÕm 2 s, for all three refrigerants …. Arrows
indicate flow directions.
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Fig. 10 Summary of typical PSD distributions „versus harming frequency … for the different observed flow regimes in the three
microfin tubes for all three the tested refrigerants. Horizontal arrows show flow directions.
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frequency. These latter spectral phenomena coincide with visually
observed stratified and wavy flow patterns, with the occasional
formations of bubbles.

Subcooled flow of refrigerant is characterized by power spectra
with distributions centred on 0–5 Hz, again, with their amplitude
dropping off at a very steep gradient as the frequency increases,
cf., Fig. 9~f!. Also to be noted is the fact that the condensing flow
did not demonstrate harmonics beyond 120 Hz. Liebenberg@15#
shows that high mass fluxes are associated with lower amplitudes
than is the case for smaller mass fluxes, which is ascribed to the
diminishing size in bubbles/slugs as the mass flux increases.

Figure 10 shows that the microfin-tubes’ PSD distributions of
the pressure trace reflect the prevailing flow regime, as was the
case with the smooth tube. There is little difference between the
PSDs of the smooth and the microfin tube, mostly the transition
from annular to intermittent flow, which is delayed for the case of
the microfin tube; for the smooth tube, transition already occurs at
around 50% vapor quality, while this is delayed to around 25%–
30% for the microfin tube, as correctly predicted by Eq.~8!. How-
ever, at low vapor qualities~i.e., x,20%) and low mass fluxes
(G,500 kg/m2 s), the flows tend to become stratified with the
appearance of stochastic waves and elongated, swirling bubbles.
The same harmonics as in the previous higher vapor quality re-
gion are retained, with similar PSD amplitudes. At vapor qualities
around 10%, the flow of refrigerant is characterized by power
spectra similar to that of the previous vapor quality. Also, at the
lowest vapor qualities and at the highest mass fluxes, the appear-
ance of turbulent eddies is common, cf., Fig. 10~f!. These eddies
apparently cause significant pressure fluctuations and these are
characterized by a PSD distribution with harmonics occurring in
the full range of 0–40 Hz.

Conclusion
Refrigerants R-22, R-407C, and R-134a were condensed in one

smooth and three microfin tubes, each with varying helix angle.
The flow regime map of El Hajal et al. and Thome@8,9# was
found to correlate the smooth-tube experimental data accurately.
The flow regimes that were observed for the microfin tubes were
similar to those for smooth-tube condensation. However, the most
important comparative flow regime observation was that the tran-
sition from annular to intermittent flow occurred at vapor qualities
from 30–39% compared to 48% for smooth-tube condensation.
The microfins therefore effectively delay the transition from an-
nular to intermittent flow, which in itself would bring about an
increase in the measured heat transfer coefficients.

A new transitional criterion for microfin-tube condensation was
compared with the captured visual observations of the condensing
flow patterns, and good agreement was obtained. The visual ob-
servations and flow regime map predictions were corroborated by
the PSD distributions of the condensing pressure signals. All three
test refrigerants in all three microfin tubes showed a steep climb in
PSD harmonics to occur at 25–30% vapor qualities, depicting the
change in flow pattern from annular to intermittent.

The microfin tubes cause a distinct swirling motion that is es-
pecially apparent at low vapor qualities. Also, at high mass fluxes
and low vapor qualities, swirling turbulent eddies were present;
these were not noticeable with smooth-tube condensation. This is
again confirmed by the PSD distributions of the microfin tubes,
that show a range of activity spanning 0–40 Hz~implying the
presence of the eddies!, where the smooth tube at similar vapor
qualities only displayed frequency peaks around 0–5 Hz.
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Nomenclature

D 5 diameter,Di ~inner!; Do ~outer!m
F 5 fast Fourier transform
Ft 5 Froude rate5@(G2x3)/$(12x)rV

2gDi%#1/2 -
G 5 mass velocity kg/m2 s
g 5 acceleration due to gravity m/s2

i 5 specific enthalpy J/kg
ṁ 5 mass flow rate kg/s
n 5 number of samples -
p 5 pressure Pa

Sxx( f ) 5 power spectrum function of power signal V2/rad•s21

T 5 temperature,Tw ~water!;Tsat ~saturation!°C
x 5 vapor quality mol/mol

xIA 5 vapor quality depicting transition between annular
and intermittent flows, mol/mol

X 5 normalized pressure signal, using Hamming window
technique

X( f ) 5 fourier transform of pressure signal
X* ( f ) 5 complex conjugate ofX( f )

X(t) 5 time-domain referred pressure signal
Xtt 5 Lockhart-Martinelli parameter for turbulent flow5@(1

2x)/x#0.9(rV /rL)0.5(mL /mV)0.1 -

Greek Letters

m 5 dynamic viscosity Ns/m2

r 5 density kg/m3

Subscripts

i 5 inside, inlet
IA 5 intermittent annular
L 5 liquid phase

max 5 maximum
o 5 outside, outlet

TS 5 test section
V 5 vapor phase
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Condensation of Zeotropic
Mixtures in Horizontal Tubes: New
Simplified Heat Transfer Model
Based on Flow Regimes
The need for optimal design of heat exchangers with in-tube condensation of zeotropic
refrigerant mixtures has pushed the research of predictive methods in the last years. Some
procedures have been developed, based on the Colburn and Drew (1937, Trans. AIChemE
33, pp. 197–215) analysis, that require significant numerical effort and the diffusivity
properties of the mixture to calculate the mass transfer resistance in the process and,
hence, are rarely used for heat exchanger design. Proposing a modified version of the
well-known simplified approach of Silver (1947, Trans. Inst. Chem. Eng.25, pp. 30–42)
and Bell and Ghaly (1973, AIChE Symp. Ser.69, pp. 72–79) to include the effects of
interfacial roughness and nonequilibrium effects, the present study extends the flow-
pattern-based model of Thome, El Hajal, and Cavallini (2003, Int. J. Heat Mass Transfer
46, pp. 3365–3387) for condensation of pure fluids and azeotropic mixtures to zeotropic
mixtures. By implementing this within the above flow-pattern-based heat transfer model, it
leads to an improved method for accurately predicting local mixture heat transfer coeffi-
cients, maintaining a clear relationship between flow regime and heat transfer, and
achieving both the goals of higher prediction accuracy and low calculation effort. The
method has been verified for refrigerant mixtures (both halogenated and hydrocarbon)
having temperature glides of 3.5–22°C, that is temperature differences between the dew
point and bubble point temperatures (at a fixed pressure and bulk
composition).@DOI: 10.1115/1.1857951#

1 Introduction
Mixture condensation differs from pure vapor condensation in

two ways. First, the temperature of the condensing process
changes through the condenser, and second, mass transfer effects
are introduced in addition to those of heat transfer. During the
condensation of a zeotropic mixture in a tube, the less volatile
component condenses more readily causing the composition and
temperature in the vapor and liquid phases to vary along the
length of the tube. The mass fraction of the more volatile compo-
nent in each phase increases along the flow direction, while the
temperature of the bulk vapor decreases.

As the condensation process in this case is nonisothermal, both
liquid and vapor phase sensible effects are present. The conden-
sate already laid down must be further cooled, and the remaining
vapor must be cooled down to remain in near equilibrium at the
interface where further condensation is taking place. As stated by
Bell and Ghaly@1#, the sensible heat removal from the vapor is
particularly significant because of the low heat transfer coeffi-
cients commonly associated with this process. As a result from the
continuous changes in the compositions of both phases during the
process, there are mass transfer resistances in both the vapor and
liquid phases coupled to the heat transfer processes. The resis-
tance to mass transfer in the vapor phase is a critical aspect of the
problem, where the lack of applicable mass transfer data and the
complexity of the computational procedure are big obstacles for
the search of the exact solution of the problem.

Colburn and Drew@2# derived the basic transport equations for
condensation of a miscible binary mixture. Since then, significant
developments have been made to Colburn-Drew method so that
this approach is used for rigorous design of multicomponent con-
densers when possible@3,4#.

Cavallini et al.@5# applied the Colburn and Drew film method
to a tube-in-tube condenser with superheated vapor entering the
tube. During the condensation process of the binary mixture, at a
given point, the total condensing molar flux was related to the
condensing molar flux of each component as a function of the
total molar concentration, the mass transfer coefficient in the gas-
phase, and the mole fractions of the pure components in the vapor
phase at liquid-vapor interface temperature and at bulk gas tem-
perature. The vapor-side mass transfer coefficient was obtained
from the Reynolds analogy, as a function of the binary diffusion
coefficient. This procedure was pretty complex to implement and
is not easy to extend to ternary mixtures, mainly because of the
need for the diffusion coefficients.

Although the Colburn approach presents the advantage of being
a more physically realistic treatment of the phenomenon, the prin-
cipal method of industrial design practice is an approximate gen-
eral method, which was first devised by Silver@6# and then ex-
tended by Bell and Ghaly@1#. It is based on the equilibrium
cooling curve and heat transfer considerations alone.

These different approaches are discussed and compared in
Webb@3# and Webb et al.@7#. Silver @6# and then Bell and Ghaly
@1# proposed a simplified method to account for the mass transfer
thermal resistance, under the hypothesis that complete mixing
both in the liquid and in the vapor phase is reached and overall
equilibrium is maintained. According to Bell and Ghaly@1#, the
mass transfer resistance is proportional to the sensible heat trans-
fer resistance in the vapor phase. Bell and Ghaly focused on the
heat transfer problem because reasonable estimates of its resis-
tance can be made from available information, and it is possible to
bound the heat transfer problem in the conservative direction.
Therefore, the key assumption in the Bell and Ghaly@1# procedure
is that the effect of the mass transfer resistance in the vapor phase
can be replaced by a conservative estimate of the heat transfer
resistance in the vapor. Their assumptions lead to writing the over-
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all thermal resistance as the sum of two thermal resistances in
series. The first resistance is for convective heat transfer in the
vapor phase from the bulk vapor temperature to the temperature at
the interface, and the second resistance is across the condensate
film itself

RT5
1

ap
1

dqSV

dqT

1

aG
(1)

whereRT is the overall thermal resistance for the zeotropic mix-
ture, aG is the heat transfer coefficient of the vapor phase,ap is
the pure fluid condensation heat transfer coefficient evaluated us-
ing the mixture properties, and (dqSV/dqT) is the ratio between
the sensible heat duty removed by cooling the vapor and the total
transferred heat flow rate.

This paper tackles the need for predicting the local condensa-
tion data of miscible zeotropic mixture more accurately than in the
past. From a literature review on this matter it can be seen that a
complete theoretical method is not accessible in most cases due to
the large numerical effort requested. A long debate is available in
the literature on the relative merits of the two approaches, namely,
the Colburn film method and the simplified method. As stated by
Webb @3#, the application of the theoretical methods, first pro-
posed by Colburn, requires full specifications on the mixture and
the availability of diffusivity data. This is why the application of
this approach is, at present, limited to simple mixtures and geom-
etries. For all the reasons described above, the present paper does
not address the discussion of a theoretical approach to the treat-
ment of condensation of zeotropic mixtures.

Furthermore, this paper adopts the heat transfer model devel-
oped by Thome et al.@8# for the computation of the local heat
transfer coefficient during pure vapor condensation. This model is
based on simplified flow structures of the flow regimes and in-
cludes the effect of liquid-vapor interfacial roughness on heat
transfer. The model was compared by Thome et al. to experimen-
tal heat transfer coefficients for pure fluids and quasi-azeotropic
mixtures. The objective of the present paper is to extend their
flow-pattern-based model to condensation of zeotropic mixtures.
For this purpose, the simplified approach is applied, as suggested
by Bell and Ghaly@1#, assuming that the sensible heat of the
vapor is transferred from the vapor-liquid interface by a convec-
tive heat transfer process. The heat transfer coefficient is calcu-
lated from a correlation for the geometry involved, assuming only
the vapor phase is present and using vapor physical properties and
local vapor flow rate. This assumption overestimates the heat
transfer resistance because the two-phase coefficients are gener-
ally much higher than the vapor single-phase value actually cal-
culated; in the end, it does not care about the mass transfer resis-

tance because its effect on the heat transfer coefficient is
accounted for in the solution of the heat transfer problem.

The present study assumes that a cooling or condensation curve
is available, as requested in the equilibrium method by Bell and
Ghaly @1#. Specifically, this work addresses the case of a vapor
mixture whose behavior during the process is well reproduced by
an integral condensation curve. The integral curve describes
condensation in a device where vapor and condensate follow a
parallel path with complete mixing so that overall equilibrium is
maintained.

Other condensation curves may be defined, for instance, differ-
ential condensation curves. A differential curve should be used
when vapor and condensate are separated within the condenser
and depart from equilibrium. The reference to a differential con-
densation curve may be more realistic and give a better descrip-
tion of a horizontal condenser when the liquid condensate forms a
layer at the bottom of the tube@3#, but this curve is not usually
available in the design. For instance, at low values of mass veloc-
ity, the process very likely departs from the ideal behavior de-
picted by the integral condensation curve. This situation will be
discussed in more detail later by providing a proper correction for
specific flow regimes when vapor and condensate are separated.

The development of a new procedure for calculating the local
heat transfer coefficient needs, of course, a database for validating
the model. Several experimental studies have been presented in
the literature with data for zeotropes. Unfortunately, most of those
data are not easy to handle due to discrepancies or large uncer-
tainties in the reduction procedure. Nevertheless, this new proce-
dure will be validated against test data from independent labora-
tories relative to halogenated and hydrocarbon refrigerants.

2 Heat Transfer Database
The database of condensation heat transfer coefficients avail-

able for the current study covers four mixture systems represent-
ing ten different zeotropic mixture compositions, with a wide
range of temperature glides and test conditions. The definition of
the temperature glide used in the present paper has been intro-
duced by the refrigeration industry to mean the boiling range,
which is defined as the difference between the dew point and
bubble point temperatures at a fixed pressure and bulk composi-
tion. The experimental database used in the current study includes
contributions from three different laboratories, as described in
Table 1, and covers HCFCs, HFCs, and HCs~hydrocarbons!. Sev-
eral other experimental studies have been conducted in the recent
years on condensation of zeotropic mixtures. Unfortunately, some
studies are not useful for future comparison mainly due to lack of
information or nonuniform definition of the heat transfer coeffi-

Table 1 Condensation heat transfer database of zeotropic mixtures
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cient. In fact, the isobaric condensation process occurs over a
temperature range that leads to uncertainty in the determination of
the heat transfer coefficient when the mixture temperature is not
precisely known.

2.1 Data Set by Cavallini et al. †9,10‡. The main set of
data used in the present work is the one by Cavallini et al., cov-
ering R407C@9# and three mixtures of R125/R236ea@10#. R407C
is a ternary zeotropic refrigerant blend of R32, R125, and R134a
~23/25/52% by mass!, characterized by a temperature glide of
around 5°C at test conditions. The R407C experimental data refer
to the pressure 1.760.1 MPa. Average vapor quality ranges from
0.2 to 0.8, while the change of vapor quality occurring in the test
section varies between 15% and 25%.

The other blends tested by Cavallini et al.@10# present higher
values of temperature glide and are obtained by mixing two HFC
fluids having far different saturation conditions, R125 and
R236ea. R125 in the present case is the ‘‘high-pressure’’ fluid,
whereas R236ea can be considered a ‘‘low-pressure’’ fluid. The
mixtures tested are blends of R125 and R236ea, condensing at
28/72%, 46/54%, and 63/37% mass bulk composition at saturation
pressures of 8106100 kPa, 11606100 kPa, and 14306100 kPa,
respectively, with corresponding temperature glides of 21.5, 18,
and 21°C. The experimental runs were carried out at mass veloc-
ity from 100 to 750 kg/~m2 s!, at temperatures ranging from 60 to
40°C. Average vapor quality ranged from 0.1 to 0.9, while the
change in vapor quality that occured in the test section varied
between 15% and 25%.

The test section used by Cavallini et al. is a counter flow, hori-
zontal tube-in-tube condenser, with the refrigerant condensing in
the inner tube, against cold water flowing in the annulus. The test
section includes~i! a precondensing section, approximately 300
mm long, where the refrigerant achieves a fully developed flow
regime, and~ii! the measuring section, an 8 mm inside diameter
smooth tube approximately 1.0 m long, instrumented with ther-
mocouples embedded in the tube wall to measure the wall
temperature.

Experimental heat transfer coefficients were reduced from the
measured values of saturation temperature and wall temperature.
It was estimated from a propagation of error analysis that the heat
transfer coefficients were measured to an accuracy of65.0% at
typical test conditions.

As zeotropic mixtures may present a shift in composition dur-
ing two-phase processes, a check on the actual mass composition
was carried out by using an in-line gas chromatograph. It was
observed that the HFC-125/236ea composition varied by less than
3% ~by mass!for each component at high mass velocities@400
and 750 kg/~m2 s!#. A higher shift from nominal composition was
found at lower mass velocities. The same trend was found for all
three mass compositions, and the authors stated that a possible
reason for the higher shift at low mass velocity was the effect of
the postcondenser installed in the experimental test rig.

Cavallini et al.@10# reported experimental data to show a heat
transfer penalty, mainly caused by the mass transfer thermal resis-
tance buildup, when varying the mass composition of the mixture.
By testing the pure R125 and R236ea, the authors showed that at
quality 0.5 and same mass velocity the heat transfer coefficient for
pure R236ea is around 85% higher than that for pure R125. The
heat transfer coefficients for the mixture were always lower than
the values calculated by a kind of ideal mixing rule from the
values pertaining to the pure components at the same flow condi-
tion, with up to 30% heat transfer penalty.

Data by Cavallini et al.@9,10# were taken as reference data in
the development of the present model, which will be described in
Section 3. As already stressed, several experimental reports have
been published in the recent years presenting heat transfer data
during condensation of zeotropic mixtures, but lack of informa-
tion on the data reduction procedure or operating conditions very
often prevent use of those data. As reported in Table 1, data sets
from two other laboratories are considered in the paper.

2.2 Data Sets by Independent Researchers.The data set
by Lee@11# refers to the mixture R22/124 at three different mass
compositions~20/80,50/50,80/20%!. Test data were taken in a 7.5
mm inside diameter tube. Saturation temperatures ranged between
20 and 40°C and mass velocities between 170 and 370 kg/~m2 s!.
The temperature glide for these three mixtures ranged between 3.6
and 6.7°C. Their test condenser, which was a counterflow tube-in-
tube heat exchanger, was composed of four test sections. The
sectional heat transfer length of each test section was 1.04 m, and
the total heat transfer length of the test condenser was 4.16 m.

T-type thermocouples were used for all temperature measure-
ments in their experimental system. Refrigerant temperatures were
measured at the inlet and outlet of the test condenser by using
thermocouples inserted in the middle of the tube. Five thermo-
couples were used to measure the coolant temperatures at the inlet
and outlet of the test condenser and at the three U-bends connect-
ing two adjacent test sections. The annulus heat transfer coeffi-
cient was determined by the Wilson plot technique. The tube side
heat transfer coefficient was obtained from the overall and annu-
lus heat transfer coefficients.

The data set by Kim et al.@12# includes heat transfer data on
the mixtures of propane and butane. These two hydrocarbons were
blended at three different mass compositions, leading to three
mixtures with temperature glides ranging from 8 to 12°C. The test
condenser, made of two copper tubes with inner diameters of 8
and 13.8 mm, respectively, was inserted in a heat pump system. It
was designed for counterflow heat exchange; the refrigerant
flowed inside the inner tube and the secondary heat transfer fluid
~ethyl alcohol!flowed through the annulus. The condenser had 12
straight sections in which the refrigerant passage was connected
by a U-bend. The total length of the condenser was 9.6 m. Tem-
perature and pressure of the refrigerant and secondary fluid were
measured in this return bend. For the temperature measurements,
T-type sealed thermocouples were used. Temperature differences
of secondary fluid were measured using four element thermopiles.
The heat transfer and the temperature difference between the re-
frigerant and the secondary fluid were measured in each subsec-
tion, and thus the overall heat transfer coefficient was obtained.
Annulus side heat transfer coefficients were obtained from the
liquid-to-liquid heat transfer by using a modified Wilson plot tech-
nique. The internal local heat transfer coefficients were obtained
from the overall and the external heat transfer coefficients.

3 New Model Based on Flow Regime

3.1 Pure Vapor Condensation Model. The condensation
model proposed by Thome et al.@8# is based on a flow pattern
map for condensation in horizontal plain tubes@13#. In this map
flow patterns are classified as fully stratified, stratified-wavy, in-
termittent, annular, and mist flow. Intermittent flow refers to the
plug and slug flow regimes, and it is essentially a stratified-wavy
flow pattern with large amplitude waves that wash the top of the
tube. This flow pattern map incorporates a logarithmic mean void
fraction ~LM«! method for calculation of vapor void fractions
spanning the entire range from low pressures up to pressures near
the critical point@13#. Furthermore, the condensation model by
Thome et al.@8# assumes three simplified geometries for describ-
ing annular, stratified-wavy, and fully stratified flow, as shown in
Fig. 1. For annular flow, for the sake of simplicity, a uniform
liquid film thickness ofd is assumed and the actual larger thick-
ness of the film at the bottom as compared to the top due to
gravity is ignored. Utilizing a void fraction equation, the cross-
sectional areas of the vapor and the liquid phases are determined.
From the total flow rate and the local vapor quality, the mass flow
rate of the liquid is calculated. Then, using the liquid density and
the cross-sectional area occupied by the liquid, the mean velocity
of the liquid is determined for the film, and turbulent flow heat
transfer to the film can be correlated based on the mean velocity
of the liquid film.
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Figure 1 shows the actual geometry of a fully stratified flow
~left! and its equivalent geometry~right! with the same angle of
stratification and cross-sectional area occupied by the liquid, but
with the liquid distributed as a truncated annular ring of uniform
thicknessd. In stratified-wavy flow the top perimeter of the tube is
not wetted by the stratified liquid, but only by the condensate that
forms on this part of the exposed tube perimeter. Here, once again,
for simplicity the stratified liquid is assumed to form an annular
truncated ring as shown in Fig. 1. Thus the angleu varies between
its maximum value ofustrat at the threshold to fully stratified flow
and its minimum value of zero at the threshold to annular flow.

In the model, the convective heat transfer coefficient is applied
to the stratified perimeter subtended by~2p2u!, while Nusselt
film condensation is applied to the upper wall subtended byu with
the condensate flowing downward into the stratified liquid below.
For annular flow, however, convective condensation heat transfer
occurs around the entire perimeter without any Nusselt film con-
densation. For simplicity’s sake, the annular flow structure is also
assumed to apply to the intermittent flow regime, which has a very
complex flow structure.

In the model the two heat transfer mechanisms of convective
condensation and film condensation are applied to their respective
heat transfer surface areas, as shown in Fig. 2. The convective
condensation heat transfer coefficientac is applied to the perim-
eter wetted by the axial flow of liquid film, which refers to the
entire perimeter in annular, intermittent, and mist flows, but only
part of the perimeter in stratified-wavy and fully stratified flows.

The axial film flow is assumed to be turbulent. The film conden-
sation heat transfer coefficienta f is applied to the perimeter that
would otherwise be dry in an adiabatic two-phase flow and hence
is the upper perimeter of the tube for stratified-wavy and fully
stratified flows. The coefficienta f is obtained by applying the
Nusselt falling film theory to the inside of the horizontal tube,
which assumes the falling film is laminar. The effect of axial shear
on this falling film is ignored. Heat transfer coefficients for strati-
fied types of flow are known to be a function of the saturation-to-
wall temperature difference, whereas those for annular flow are
not, as experimentally shown by several researchers. This effect is
included through the Nusselt falling film heat transfer equation in
the model.

The expression for the local condensing heat transfer coefficient
of the pure fluidap is

ap5
a fu1~2p2u!ac

2p
(2)

whereu is the falling film angle around the top perimeter of the
tube. For annular, intermittent, and mist flows,u50. For fully
stratified flow,u5ustrat. The equations for calculating the angle
ustrat are reported in Thome et al.@8#. For stratified-wavy flow, the
stratified angleu is obtained by assuming a quadratic interpolation
between its maximum value ofustrat at Gstrat and its minimum
value of 0 at Gwavy

u5ustratS Gwavy2G

Gwavy2Gstrat
D 0.5

(3)

The values of Gstratand Gwavy are determined from their respective
transition equations in the flow pattern map@13#. The following
two equations are given for computingac anda f in Eq. ~2!:

ac50.003 ReL
0.74PrL

0.5
lL

d
f i (4)

a f50.728FrL~rL2rV!ghLVlL
3

mLd~Tsat2Tw!
G1/4

(5)

The equations for computing the liquid thicknessd are reported in
Thome et al.@8#. The termf i in Eq. ~4! represents an interfacial
roughness parameter, which will be further discussed.

3.2 Application of the Bell and Ghaly Procedure. During
condensation of zeotropic mixtures, the heat transfer mechanisms
are the same that occur during condensation of a pure fluid, con-
vective condensation, and film condensation. Clearly, these
mechanisms are affected by the zeotropic characteristics of the
blend. Because the condensation process is nonisothermal, there
are both liquid and vapor phase sensible heat effects. As already
stated, sensible heat removal from the vapor is particularly signifi-
cant because of the low heat transfer coefficients associated with
this process. Besides, since compositions of both phases are con-
tinuously changing, there are diffusion resistances in both the va-
por and the liquid phases that are coupled to the heat transfer
processes. The mass transfer resistance in the vapor phase is the
most crucial point in this process and, according to the Bell and
Ghaly approach@1#, it is proportional to the sensible heat transfer
resistance in the vapor phase. By adopting this approach, the heat
transfer coefficients that are calculated for convective condensa-
tion ac and for film condensationa f of a pure fluid can be cor-
rected through an estimate of the heat transfer resistance in the
vapor.

In the simplified procedure proposed by Bell and Ghaly@1#, the
heat transfer coefficient of the mixture is calculated as a function
of the heat transfer coefficient of the condensate, the heat transfer
coefficient of the vapor phase flowing alone in the duct, and the
ratio between the sensible heat duty removed by cooling the vapor
and the total transferred heat flow rate@Eq. ~1!#. The total thermal
resistance is given as the sum of two resistances in series: the first
one at liquid-vapor interface concerns only the sensible cooling

Fig. 1 Top: simplified flow structures for two-phase flow pat-
terns. Bottom: actual geometry „left… and equivalent simplified
geometry „right… for fully stratified flow.

Fig. 2 Schematic of the convective and falling film boundaries
in the heat transfer model
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flux, whereas the second one across the liquid film concerns the
total heat flux, covering both sensible and latent effects. For the
first component, the pure fluid model can be used in the calcula-
tion. The second component is obtained from the ratio of sensible
to total heat duty (dqSV/dqT). To a good approximation, this
ratio can be expressed as follows:

~dqSV/dqT!'xcpG~dT/dh! (6)

where x is vapor quality andcpG is specific heat of the vapor
phase. If the ratio (dT/dh) remains approximately constant during
the condensation process, this ratio can be written as a function of
the temperature glide and the enthalpy change of isobaric conden-
sation

dT/dh'DTgl /Dhm (7)

This last expression provides a significant simplification in the
implementation of the procedure, with no significant change in the
final results. By substituting Eqs.~6! and~7! into Eq. ~1!, it leads
to the expression of the overall thermal resistance for the mixture

RT5
1

ap
1xcpGS DTgl

Dhm
D 1

aG
(8)

The term 1/ap in Eq. ~8! represents the condensate layer resis-
tance, and it can be computed by a pure fluid model using the
liquid mixture properties. The last term represents the simplified
expression of the Bell and Ghaly correction and in the following
will be named as Bell and Ghaly resistance~R! of the heat transfer
mechanism.

3.3 Extension of the Pure Fluid Model to Zeotropic Mix-
tures. Similar to the procedure for pure fluids@Eq. ~2!#, the local
heat transfer coefficient for the mixture is obtained from an inter-
polation of the film condensation coefficienta f .m and the convec-
tive condensation coefficientac.m , by accounting for the different
areas pertaining to the two mechanisms

am5
a f .mu1~2p2u!ac.m

2p
(9)

whereu is the falling film angle around the top perimeter of the
tube~Fig. 2! and its computation has already been discussed. The
convective condensation heat transfer coefficient is obtained from
the Bell and Ghaly approach, as follows:

ac.m5S 1

ac
1RcD 21

(10)

whereac is computed from the equations for the pure fluid model.
The appropriate Bell and Ghaly resistanceRc can be calculated as
follows:

Rc5xcpG

DTgl

Dhm

1

aG
O

(11)

The resistance in~11! is a function of the vapor phase heat
transfer coefficient referred to the vapor-liquid interface. Thome
et al. @8# introduced an interfacial roughness correction factor to
act on the convective coefficientac and to account for the in-
crease in the heat transfer coefficient due to the action of the
interfacial shear between the condensate and the vapor. Thome
et al. @8# argued that the shear of the high-speed vapor is trans-
mitted to the liquid film across the interface and hence increases
the magnitude and number of the waves generated at the interface,
which, in turn, increases the available surface area for condensa-
tion, tending to increase heat transfer. Based on this reasoning, the
same correction factor acting onac should be applied to the vapor
heat transfer coefficient that appears in the Bell and Ghaly@1#
resistance of the axial flow. Therefore the vapor coefficient in Eq.
~11! can be written as

aG
O5aGf i (12)

where the interfacial roughness factorf i is computed from the
following equations@8#:

f i511S uG

uL
D 1/2F ~rL2rG!gd2

s G1/4

G.Gstrat

(13)

f i511S uG

uL
D 1/2F ~rL2rG!gd2

s G1/4 G

Gstrat
G,Gstrat

whereuG anduL are the mean velocities of the vapor and liquid
phases, respectively, both referred to the respective cross-sectional
area

uG5
Gx

rG«
uL5

G~12x!

rL~12«!

The vapor heat transfer coefficientaG in Eq. ~12! can be com-
puted with the Dittus and Boelter@14# equation

aG5
lG

d
0.023 ReG

0.8PrG
0.33 (14)

by adopting the following expression for the Reynolds number of
the vapor phase:

ReG5
rGuGd

mG
(15)

The Bell and Ghaly procedure@1# is applied to the film conden-
sation component in the same way as it was seen for the convec-
tive term, but without interfacial roughness of the laminar falling
film. The heat transfer coefficient in the stratified type of flow is a
function of the saturation-to-wall temperature difference, and this
effect is incorporated in the expression fora f . After comparing
the procedure with the Bell and Ghaly correction to the data set by
Cavallini et al.@9,10#, it was seen that the model strongly over-
predicted experimental heat transfer coefficients in the fully strati-
fied and stratified-wavy flow regimes, while instead the model
captured the annular flow data very well. Figure 3 reports the
comparison between experimental data characterized by stratified
flow and the model when only the Bell and Ghaly correction is
applied. The ratio of calculated to experimental heat transfer co-
efficient is plotted versus the vapor Reynolds number, which is a

Fig. 3 Ratio of calculated-to-experimental heat transfer coeffi-
cient vs vapor Reynolds number in stratified flow regime. The
predicted values are obtained without using the mixture factor
Fm . Data by Cavallini et al. †9,10‡.
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key parameter, for the data points by Cavallini et al.@9,10# falling
within the fully stratified and wavy-stratified flow regime zones.

The overprediction of data in Fig. 3 may be explained by look-
ing back at the main assumption of the Bell and Ghaly approach
@1#, which is the overall equilibrium between the liquid and vapor
phases. Notably, the condensation process inside a tube departs
from this equilibrium when the liquid condensate forms a strati-
fied layer at the bottom of the tube. For this reason, it was found
that after applying the Bell and Ghaly method, the film condensa-
tion component must be further corrected with an empirical mix-
ture factorFm acting on the resistance of the falling film

a f .m5FmS 1

a f
1Rf D 21

(16)

The heat transfer coefficienta f is calculated from the pure vapor
model @Eq. ~5!#, while the Bell and Ghaly resistanceRf can be
determined in the form

Rf5xcpG

DTgl

Dhm

1

aG
(17)

where no interfacial roughness factor applies to the vapor phase
heat transfer coefficient because the falling film is supposed to be
smooth. The nonequilibrium mixture factorFm in Eq. ~16! ac-
counts for nonequilibrium effects in stratified flow regimes, and it
is experimentally derived as a function of vapor quality, mass
velocity, temperature glide, and saturation-to-wall temperature
difference

Fm5expF20.25~12x!S Gwavy

G D 0.5 DTgl

Tsat2Tw
G (18)

Values ofFm range between 0 and 1 and go to 1 for azeotropic
mixtures.Fm decreases when stratification is enhanced~low mass
velocity and low vapor quality!. In fact, the nonequilibrium be-
tween the two phases~vapor and liquid!increases with the flow
stratification.

The mass transfer resistance depends on the temperature glide,
and that is whyFm decreases when increasingDTgl . Finally, the
effect of the saturation-to-wall temperature difference is the oppo-
site to the one in the Nusselt theory. Given the saturation tempera-
ture, when the wall temperature decreases, the vapor of the more
volatile component accumulates near the interface and acts as an
incondensable. When this temperature difference increases, the
more volatile component begins to condense and this decreases
the thermal resistance of the diffusion layer. That is the reason
why the factorFm should increase with the saturation-to-wall tem-
perature difference, leading to an increase in the heat transfer

coefficient. This trend of the heat transfer coefficient with the
temperature difference was experimentally illustrated during con-
densation of zeotropic mixtures on the outside of plain tubes@15#.

All these effects are accounted for in Eq.~18!. Figure 4 reports
the comparison of the procedure to experimental data by Cavallini
et al. @9,10# relative to stratified flows. The ratio of calculated to
experimental heat transfer coefficient is plotted versus vapor Rey-
nolds number. This shows the capability of the model to catch the
trend of experimental data for fully stratified and stratified-wavy
flow regimes. Figure 4 should be compared to Fig. 3, where noFm
correction was used in the calculation ofa f •m . The adoption
of the mixture factor significantly improves the accuracy of
prediction.

4 Comparison to Entire Experimental Database
The extension of the pure fluid model to mixtures was primarily

developed using the heat transfer database of Cavallini et al.
@9,10#, mainly because those heat transfer data were obtained
from direct measurement of the wall temperature. In fact, both
Lee @11# and Kim et al.@12# used a Wilson plot technique in the
determination of the experimental heat transfer coefficient. That is
why all the comparisons reported in the following are made to the
Cavallini data sets first, and second to the data sets by Lee@11#
and Kim et al.@12#, called hereafter ‘‘independent researchers.’’
Both vapor and condensate phase compositions change during
condensation, raising the question of evaluation of physical prop-
erties for the mixtures. This is a relatively minor problem for
mixtures of closely related components, and no significant effect
to the prediction was found. Thermodynamic and thermophysical
properties were determined from Refprop 7.0@16#.

Figure 5 depicts a comparison of the new procedure to the
database by Cavallini et al.@9,10#. There are four mixtures repre-
sented, with temperature glides between 5 and 22°C and a wide
range of operating conditions. For instance, the mass velocity var-
ies between 100 and 750 kg/~m2 s!. Almost all the data points are
predicted within620% and most within610%.

Figure 6 reports the comparison of the model to the data plotted
versus the vapor phase Reynolds number. Data at low Reynolds
number are more difficult to predict because in this situation non-
equilibrium effects between the vapor and liquid phases are more
likely present and more influential. A low-vapor Reynolds number
means low values of vapor quality and mass velocity. Besides, the
possible presence of liquid subcooling in part of the test section
makes experimental testing and reduction of experimental data
very complex.

Fig. 4 Ratio of calculated-to-experimental heat transfer coeffi-
cient vs vapor Reynolds number in stratified flow regime. The
mixture factor Fm is used in the prediction. Data by Cavallini
et al. †9,10‡.

Fig. 5 Comparison of model to data by Cavallini et al. †9,10‡
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A comparison of the procedure to the data sets by independent
researchers is depicted in Fig. 7. Six mixtures are reported, three
of halogenated refrigerants and three of hydrocarbons, and their
heat transfer coefficients are measured in two different laborato-
ries. The comparison shows a good agreement, although
the model seems to overestimate the data points relative to
hydrocarbons.

Figures 5 and 7 provide only a statistical view of the accuracy
of the model in the prediction of the local heat transfer coefficient.
However, in order to be useful as a method for the optimization of
heat exchangers, it is important that the method respects the char-
acteristic trends in the data~i.e., the effect of the individual vari-
ables on the local heat transfer coefficient!. Hence, the same data
are shown in a more detailed graphical presentation in the follow-
ing graphs in which the ratio of calculated to experimental heat
transfer coefficients are plotted versus the most important param-
eters. Again, first the graphs are shown for the data sets by Cav-
allini et al. @9,10# as they are taken as reference for the develop-
ment of the model, and second, the figures are reported for the
data sets of independent researchers.

In Fig. 8 the data~by Cavallini et al.@9,10#!are plotted versus
vapor quality, and the ratio of calculated to experimental heat
transfer coefficient remains roughly the same over the range of
vapor qualities. This means that the model is correctly capturing
the slope ofam versusx asG changes. In Fig. 8 the same data are
also plotted versus mass velocity. As there are essentially four
values of mass velocity, it is possible to calculate the average
deviation for each value of mass velocity, where the deviation is
defined as (acalc2aexp)/aexp. It comes out that the average devia-
tion is around17% at 100 kg/~m2 s!, 27% at 200 kg/~m2 s!,
23.7% at 400 kg/~m2 s!, and22.9% at 750 kg/~m2 s!. On the
whole, the model is able to capture the experimental trend with a
satisfactory agreement. Finally, Fig. 8 illustrates the comparison
to Cavallini et al. data@9,10#by plotting the ratio of heat transfer
coefficients by flow regime~S5fully stratified, S-W5stratified
wavy, I5intermittent, A5annular!. The model can work nearly
uniformly well for all the flow regimes. In fact, the average de-
viation for data points falling within the annular region is25%, in
the intermittent region is22%, and finally in the wavy-stratified
region is21%.

Figure 9 depicts the comparison of the model to the data by
independent researchers. Data points refer to mixtures of R22 and
R124 and mixtures of R290 and R600. Calculated-to-experimental
ratios are plotted versus vapor quality, mass velocity, and flow

regime. As one can see, the deviation is quite evenly distributed
over the range of vapor qualities, and thus the model is correctly
capturing the slope. The data by Lee@11# are predicted with an
average deviation of20.5%, whereas the hydrocarbon data by
Kim et al. @13# are predicted with an average deviation of19.6%.
The average overprediction of hydrocarbon data is only of 4% in
the stratified-wavy flow regime, while it reaches 13% in the an-
nular and intermittent region.

Fig. 7 Comparison of model to data by Lee †11‡ and by Kim
et al. †13‡

Fig. 6 Ratio of calculated-to-experimental heat transfer coeffi-
cient vs vapor Reynolds number. Data by Cavallini et al. †9,10‡.

Fig. 8 Comparison of model to data by Cavallini et al. †9,10‡
by vapor quality, mass velocity, and flow pattern
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Figure 10 summaries the comparison of the model to all data
versus temperature glide, ranging from 3.5 to 22°C. One can see
that the deviation does not present any particular anomalous trend
with the temperature glide.

The overall predictive performance of the model is shown in
Fig. 11, in the form of percentage of data points~y-axis! falling
within the deviation~x-axis!. Notably, the method predicts 75% of
the refrigerant heat transfer coefficients measured by Cavallini
et al. @9,10# ~136 points! to within 610% and 98% to within
620%. It also predicts 50% of the halogenated plus hydrocarbon
refrigerant heat transfer coefficients measured by independent re-
searchers~736 points!to within 610% and 85% to within620%.

Table 2 provides a statistical summary of the comparison of the

new procedure to the experimental database. For each source, the
data are classified by fluid and by flow regime to show their dis-
tribution. It can be seen that the average deviation between calcu-
lated and experimental values in the comparison to the Cavallini
data sets@9,10# is within 211.7% and17.2% for all the flow
regimes. For the mixtures tested by Lee@11# and Kim et al.@12#
the average deviation is between plus and minus 20% for most of
the flow regimes. Only the data points referred to the intermittent
flow regime of the mixtures R22/124~20/80%! and R290/600
~25/75%!present higher values of average deviation.

Fig. 10 Comparison of model to all data by temperature glide

Fig. 11 Percentage of data points predicted to a certain devia-
tion vs deviation

Table 2 Mean and standard deviations by flow regime and source „SÄstratified, SW Ästratified wavy, I Äintermittent, A Äannular…

Fig. 9 Comparison of model to data by Lee †11‡ and Kim et al.
†13‡ by vapor quality, mass velocity, and flow pattern
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5 Simulation for Condensation of a Zeotropic Mixture
Figure 12 illustrates the predicted trends in the local heat trans-

fer coefficient as a function of vapor quality and mass velocity.
The heat transfer has been simulated for the mixture R290/600 at
50/50% by mass condensing at 0.9 MPa in an 8 mm dia tube,
assuming a saturation-to-wall temperature difference of 10 K. The
temperature glide is equal to 12.4 K.

At the highest flow rate@400 kg/~m2 s!#, the flow enters in the
annular flow regime and converts to intermittent flow at vapor
quality at about 0.55; it leaves in this same regime. At 200
kg/~m2 s!, the flow presents roughly the same behavior, but the
heat transfer coefficient is of course lower as compared to the
previous case. At 100 kg/~m2 s!, the flow enters in annular flow
but it soon passes through wavy-stratified flow. At the lowest flow
rate, 50 kg/~m2 s!, the flow is first in the stratified-wavy and then
in the fully stratified regime.

6 Conclusions
The model by Thome et al.@8# for local condensation heat

transfer coefficient of pure fluids and azeotropic mixtures, which
is based on flow patterns and simplified flow structures, has been
extended to zeotropic mixtures by modifying the approach of Bell
and Ghaly@1#. The additional heat transfer resistance created by
the mixture is applied to both the convective and the film coeffi-
cients, including the effect of interfacial roughness on the vapor
heat transfer coefficient acting on the convective film. A nonequi-
librium mixture factor is also introduced in the calculation of the
film heat transfer coefficient, to account for nonequilibrium phe-
nomena in the stratified flow regimes. This new procedure is easy
to implement and does not require as much computational effort
as the theoretical methods, but it still provides accurate predic-
tions of the local heat transfer data.

The procedure has been compared against a wide heat transfer
database, obtained in three different laboratories, which includes
ten different mixtures with temperature glides ranging from 3.5 to
22°C. The method predicts 98% of the refrigerant heat transfer
coefficients measured by Cavallini et al.@9,10# ~136 points!to
within 620% and predicts 85% of the halogenated plus hydrocar-
bon refrigerant heat transfer coefficients measured by independent
researchers~736 points!to within 620%.
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Nomenclature

cp 5 specific heat capacity, J/~kg K!
d 5 diameter, m
G 5 mass velocity, kg/~m2 s!

Gstrat 5 stratified flow transition mass velocity, kg/~m2 s!
Gwavy 5 wavy flow transition mass velocity, kg/~m2 s!

h 5 specific enthalpy, J/kg
hLV 5 differential latent heat, J/kg

q 5 heat flow rate, W
R 5 thermal resistance, (m2 K!/W
T 5 temperature, K

uG 5 mean vapor velocity, m/s
uL 5 mean liquid velocity, m/s

x 5 vapor mass quality,@-#
a 5 heat transfer coefficient, W/~m2 K!

ac 5 pure fluid convective condensation heat transfer coef-
ficient, W/~m2 K!

ac.m 5 mixture convective condensation heat transfer coeffi-
cient, W/~m2 K!

a f 5 pure fluid Nusselt film condensation coefficient on
top perimeter of fluid, W/~m2 K!

a f .m 5 mixture Nusselt film condensation coefficient on top
perimeter, W/~m2 K!

d 5 liquid film thickness of annular ring, m
DTgl 5 temperature glide, K

l 5 thermal conductivity, W/~m K!
m 5 viscosity, kg/~m s!
r 5 density, kg/m3

s 5 surface tension, N/m

Subscripts

G 5 vapor phase
L 5 liquid phase
m 5 mixture
s 5 sensible

sat 5 saturation
T 5 total
w 5 wall
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Experimental Determination of
the Effect of Disjoining Pressure
on Shear in the Contact Line
Region of a Moving Evaporating
Thin Film
The thickness and curvature profiles in the contact line region of a moving evaporating
thin liquid film of pentane on a quartz substrate were measured for the thickness region,
d,2.5 mm. The critical region,d,0.1 mm, was emphasized. The profiles were obtained
using image-analyzing interferometry and an improved data analysis procedure. The pre-
cursor adsorbed film, the thickness, the curvature, and interfacial slope (variation of the
local ‘‘apparent contact angle’’) profiles were consistent with previous models based on
interfacial concepts. Isothermal equilibrium conditions were used to verify the accuracy
of the procedures and to evaluate the retarded dispersion constant in situ. The profiles
give fundamental insight into the phenomena of phase change, pressure gradient, fluid
flow, spreading, shear stress, and the physics of interfacial phenomena in the contact line
region. The experimental results demonstrate explicitly, for the first time with microscopic
detail, that the disjoining pressure controls fluid flow within an evaporating completely
wetting thin curved film. @DOI: 10.1115/1.1857947#

Keywords: Contact Line, Dispersion Constant, Evaporation, Oscillating Meniscus, Ul-
trathin Film

Introduction
The intermolecular interactions between a thin film of liquid, its

vapor, and a solid surface have been extensively studied because
of their importance to many equilibrium and nonequilibrium phe-
nomena. For example, understanding the dynamics of the contact
line region, where the liquid, vapor, and solid intersect, is impor-
tant for optimizing lab-on-a-chip processes and boiling as well as
adsorption, spreading, evaporation, condensation, wetting, and
stability. Furthermore, the ability to understand and control these
interactions is growing in importance as chemical self-assembly
processes related to phase change are being explored to produce
new classes of materials. Herein, we study the dynamics of the
moving evaporating contact line region to enhance our under-
standing of these processes.

The free energy of a very thin film of liquid on a solid substrate
is different from that of a bulk fluid because the long-range inter-
molecular force field is a function of the thickness and curvature
of the film. Derjaguin and co-workers pioneered the use of the
disjoining pressure concept to model this variation in force with
film thickness in the study of the mechanics and thermodynamics
of very thin films @1–4#. Of particular interest to our work, they
measured the stability and equilibrium thickness of adsorbed ul-
trathin films as a function of an interfacial temperature jump@1#.
In addition, using a vapor/air bubble pressed against a liquid film
on a glass substrate, the presence of a liquid-vapor interfacial
pressure jump has also been experimentally demonstrated~e.g.,
@5#!. Using adsorption isotherms and the disjoining pressure con-
cept, Derjaguin et al.@4# demonstrated theoretically that thin film
transport is capable of accelerating the evaporation rate from cap-
illaries. In 1972, Potash and Wayner@6# built upon Derjaguin’s
work and developed a Kelvin-Clapeyron model to describe evapo-

ration from an extended meniscus on a vertical flat plate. The
model included both the curved~evaporating!and the adjacent
flat, equilibrium, adsorbed thin film regions. The combined effects
of disjoining pressure, capillarity, and the temperature on the va-
por pressure were demonstrated. For the experimental results pre-
sented herein, the disjoining pressure in the adsorbed flat thin film
region is the boundary condition at the leading edge of a moving
evaporating meniscus. For a completely wetting, pure, isothermal
fluid, the sum of the disjoining pressure and capillary pressure can
lead to fluid flow and phase change in the direction of a decrease
in film thickness@6–10#. The Kelvin-Clapeyron model has been
used frequently to theoretically describe liquid-vapor phase
change processes, contact line motion, and stability in heat trans-
fer ~e.g.,@6–30#!.

Extensive experimental research on interfacial phenomena has
been done using interferometry and ellipsometry. For example,
Wayner and co-workers@10–12,15–17,25–27,31–34# used ellip-
sometry and/or interferometry techniques to study liquid-vapor
interfacial phenomena during phase change for both wetting and
nonwetting systems. Blake@5# used double wavelength interfer-
ometry to investigate equilibrium-wetting films of alkanes ona
Alumina. Chen and Wada@35# studied the isothermal spreading
dynamics of a drop edge using a laser light interference micros-
copy method. Cazabat and coworkers@36–38#used ellipsometric
measurements to study the spreading of drops of polydimethylsi-
loxane ~PDMS! on silicon. Kavehpour et al.@39# used phase-
shifting laser feedback interferometer~psLFI! to study the dynam-
ics of a precursor layer in front of the contact line of a spreading
viscous nonvolatile drop on smooth substrates. Churaev et al.@40#
used interference microscopy to study the spreading of surfactant
solutions. Dussaud and Troian@41# used laser shadowgraphy to
visualize the spreading films of volatile liquids during evapora-
tion. Kihm and Pratt used a Fizeau interferometer to obtain con-
tour mapping of thin liquid films@42#.

Various researchers have studied evolution and instabilities of
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liquid-vapor interfaces@43–51#. For example, de Gennes pre-
sented a unified model of dry spreading by considering a precur-
sor film around a spreading drop@43# and showed a scaling analy-
sis of the upward flow of a wetting fluid@44#. Dussan et al.@45#
and Marsh et al.@46# experimentally validated a theoretical ex-
pression for the slope of a fluid interface by using an asymptotic
form of the slope at the contact line as the boundary condition.
Oron et al.@47#presented a comprehensive review on evolution of
thin films. Instabilities of the liquid-vapor interfaces due to Ma-
rangoni stresses developed either due to imposed temperature gra-
dient @48# or concentration gradient@49,50# along the interface
have also been studied. Kavehpour et al.@51# showed evidence of
Marangoni instabilities in pure fluids due to localized evaporation
near the contact line region and developed onset stability criteria.

In the present study, a vertical constrained vapor bubble
~VCVB! was used that enabled us to look at capillary flow in a
sharp 90 deg corner. Such a situation is important because it is
related to the behavior of liquid films in the grooves of heat trans-
fer devices and other systems where fluid motion is based on
capillary transport. For example, Stephan and Busse@18# have
presented a model for the calculation of the radial heat transfer
coefficient in heat pipes with open grooves and have shown why
the assumption of an interface temperature equal to the saturation
temperature of the vapor leads to a large overprediction of the
radial heat transfer coefficient. Swanson and Peterson@19# devel-
oped a mathematical model of the evaporating extended meniscus
in a V-shaped channel to investigate the effects of wedge half-
angle and vapor mass transfer on meniscus morphology, fluid
flow, and heat transfer. Ayyaswamy et al.@52# obtained solutions
to the two-dimensional equations of motion governing steady
laminar flow in a triangular groove with the free surface governed
by surface tension forces. Xu and Carey@53# used an analytical
model to predict the heat transfer characteristics of film evapora-
tion on a microgroove surface assuming that the evaporation takes
place only from the thin film region of the meniscus. Khrustalev
and Faghri@54# developed a mathematical model to describe heat
transfer through thin liquid films in the evaporator region of heat
pipes with capillary grooves. Wu and Peterson@55# studied a
wickless micro heat pipe. They successfully used the Young-
Laplace equation to describe the internal fluid dynamics of this
integrated device. An analytical prediction of the axial dry-out
point for evaporating liquids in axial microgrooves and the experi-
mental verification of the predicted locations of the dry-out points
were also accomplished@56#. From these works it was concluded
that the longitudinal groove design was crucial to increase the heat
transport capacity of these miniature devices and that the small
grooves provided the necessary capillary force for the liquid to
flow back into the evaporative zone. However, due to the experi-
mental difficulties associated with measurements in small regions,
experimental data on the details of a moving evaporating curved
thin film in grooves are insufficient.

Herein, we study a relatively large wickless heat pipe with four
corner grooves, which should be a very effective passive fin heat
exchanger based on capillarity in a microgravity environment. The
results from scheduled experiments on the International Space
Station will be compared to these earth-based results. However, in
addition to this applied use, the transparent experimental cell de-
sign has also the following two basic uses, which we demonstrate
herein:~i! Under equilibrium conditions, the cell can be used to
determine the equilibrium interfacial properties of an extended
meniscus and~ii! under nonequilibrium conditions, the cell can be
used to study fluid flow and transport processes in the contact line
region. The results are needed to understand the operation of a
relatively large wickless heat pipe. First, we present data on the
isothermal meniscus in mechanical and phase equilibrium. The
vertical curvature gradient in the thicker region agrees with the
Kelvin equation. The transition to the flat adsorbed thin film re-
gion agrees with the augmented Young-Laplace equation. Kinetic
theory tells us that there is an enormous exchange flux with a net

value of zero at equilibrium. Next, we heated the meniscus and
obtained, after a period of time, a stationary meniscus with differ-
ent values of the curvature and the adsorbed flat thin film regions
from the equilibrium values. This stationary extended meniscus is
at mechanical equilibrium with the vapor because it is not mov-
ing. However, the pressure gradient in the liquid does not agree
with the Kelvin equation. As described in, e.g.,@6–9,13,18,19#, a
Kelvin-Clapeyron model is needed to describe phase change at the
liquid-vapor interface for this nonisothermal steadily evaporating
extended meniscus. Since the film at the leading edge appears flat
at the start and during subsequent motion, there is no apparent
viscous flow in the flat film portion of the nonisothermal menis-
cus. There is phase change in the flat portion of the moving me-
niscus. Therefore, at the start, the stationary flat thin region is in
phase equilibrium where the Kelvin effect is offset by the Clap-
eyron effect. We emphasize that all subsequent experiments and
conclusions are relative to this reference steady-state stationary
meniscus. Next, we present data on the nonsteady state by follow-
ing the motion during the transition from one steady state to an-
other steady state. Previously, Zheng et al.@32# presented data on
an unstable oscillating, evaporating thin film of pentane where
moving velocities of the oscillating film were obtained. A force
balance for the oscillating meniscus based on intermolecular and
shape-governed forces was used to describe the oscillating veloci-
ties. However, the details of the region below a film thickness of
0.1 mm were not adequately addressed because of the relatively
high velocity. Therefore, the important effect of disjoining pres-
sure was only inferred. Herein, we present experimental data on
the thickness, interfacial slope~a measure of contact angle!, and
curvature profiles of a moving, evaporating, thin liquid film of
pentane on a quartz surface with emphasis on the region where the
film thicknessd is below 0.1mm. The profiles were measured
using image-analyzing interferometry and an improved data
analysis procedure. These profiles provide fundamental insights
into the phenomena of phase change, pressure gradient, fluid flow,
spreading, shear stress, and the general physics behind interfacial
phenomena in the contact line region. We note that the measured
shape signifies a combined effect of the contact line motion and
phase change at the interface. The measured precursor adsorbed
film, the interfacial slope~variation of the local ‘‘apparent contact
angle’’!, and the curvature profiles are consistent with previous
concepts based on interfacial models~e.g., @6,9,17#!. The unique
experimental results demonstrate, explicitly with microscopic de-
tail, that the disjoining pressure controls the movements of the
contact line and fluid flow within an evaporating completely wet-
ting meniscus.

The present study is a significant improvement over the results
presented in Ref.@32# because of two major advances in the mea-
surement and data analysis techniques. The previous study@32#
did not evaluate thicknesses below the zeroth dark fringe~;0.1
mm!. The present method, using a relative reflectivity concept,
extended the evaluation of film thicknesses to the transition and
adsorbed flat film regions. Furthermore, the thicknesses were de-
termined at every pixel and not just at the maxima and minima of
the interferogram~as was done in the previous study!. The data
were numerically analyzed to obtain the slope, the curvature, and
the curvature gradient at every pixel location. The present study
thus captured substantially more information about the important
transport processes occurring in the contact line region~d,0.1
mm! and confirms the previous concepts presented in@6–23#.
Also, the current imaging technique is significantly simpler than
ellipsometry, which can also measure thickness below the zeroth
dark fringe, as the circularly polarized light~for ellipsometry!
would not be perpendicular to the sidewalls of the cuvette, thereby
introducing significant complexity and errors.

Due to the complex, transient, large temperature gradients in
the system, a theoretical analysis of the details of the three-
dimensional temperature and heat flux fields is beyond the scope
of this paper. Instead, a simpler control volume approach is used
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to discuss the results. The main objective of this paper is to
present new experimental techniques, observations, and data.

Experimental Setup
A schematic representation of the Vertical Constrained Vapor

Bubble~VCVB! @33# is shown in Fig. 1~a!. A detailed analysis of
the theoretical accuracy of the procedure and the resulting mea-
surements is given in@33#. A vertical cuvette, made of fused silica
~square cross section, inside dimensions 3 mm33 mm, outside
dimensions 5.5 mm35.5 mm, length 43 mm!was attached to a
length of pyrex tubing. A cross section of the cuvette is shown
schematically in Fig. 1~b!. To minimize the presence of impurities
and dust particles, the system was thoroughly cleaned inside a
glove box purged with dry nitrogen. The silica cuvette and the
pyrex tubing were repeatedly rinsed with the working fluid before
use. They were then heated in an oven at 100°C for 1 h to remove
any adsorbed film on the silica surface. Once the system was
cleaned, a thermoelectric heater was attached to the top of the cell.
Four thermoelectric coolers, one on each side of the cell, were
attached using a high thermal conductivity epoxy at a distance of
25 mm from the heater. Although external thermocouples could
not give an accurate measurement of the internal temperature dis-
tribution, they were attached at intervals of 2 mm to give the trend
in the temperature distribution along the axial direction, which

responds to the heat inputQin . The other end of the pyrex tubing
was attached to a three-way vacuum valve. One end of this valve
was connected to a pressure transducer, another end was con-
nected to a vacuum pump, and the third end was connected to a
reservoir of the working fluid.

The heat transfer working fluid used in these experiments was
pentane~Fluka Chemicals! with a boiling point of 34°C and a
stated purity greater than 99.8%. The setup was first evacuated
and then partially filled with the requisite amount of the working
liquid. This procedure ensured that the only materials inside the
cell were the liquid and vapor phases of the working fluid. The
vapor pressure was used to check the purity within625 mm of
Hg ~At 25°C, transducer pressure,Pv5537 mm of Hg!. The entire
cuvette assembly was mounted on an aluminum base plate, and
the base plate was attached to a precision, three-way translation
stage on an air-buffered vibration control bench. The translation
stage allowed us to focus the microscope at any desired position
along the extended meniscus formed in the corners of the cuvette.

Experimental Procedure
In the VCVB, liquid from the pool at the bottom of the cuvette

rises along the corners of the cuvette due to capillary and disjoin-
ing pressure forces and thereby forms a continuous extended me-
niscus in the four corners of the cuvette@see Fig. 1~b!#. To operate
the system, power was applied to the heater and to the thermo-
electric coolers. The liquid near the heater evaporated~evaporat-
ing section!, the vapor near the cooler condensed~condensing
section!, and the condensate returned to the zone of evaporation as
a result of the change in interfacial profile. Thus, the axial pres-
sure gradient in the corner meniscus was a function of the heat
input and heat rejection at a particular setting. The contact line of
the corner meniscus was made to recede toward the corner by
increasing the heat input at the start of a cycle and to advance by
subsequently decreasing the heat input in the cycle. The meniscus
was always preceded by an adsorbed thin film. Meniscus move-
ment was observed through a microscope and analyzed using the
image analyzing system. An improved image analysis technique
@34# was used to analyze the images.

In the current study, monochromatic light~l5546 nm!from a
mercury light source was used to illuminate the cuvette through
the objective of the microscope. Naturally occurring interference
fringes appeared@Fig. 2~a!#, which were due to the reflection of
light from the liquid-vapor and the liquid-solid interfaces. A
Charged Couple Device~CCD! camera with a maximum frame
rate of 30 frames/s was used to capture interference images of the
receding and advancing menisci. The captured images were digi-
tized using a data acquisition card~DT3155-MACH Series Frame
Grabber!.

Data Analysis
The images of the interference fringes were analyzed with the

Image-Pro Plus software~version 4.1!. The image captured from
the microscope through the CCD camera was digitized into 640
~horizontal!3480~vertical! pixels and assigned one of 256 pos-
sible gray values representing intensity from 0~black! to 255
~white!. The gray value at each pixel is a measure of the reflec-
tivity. Thus each microscopic pixel acts as an individual light
sensor to measure the local film thickness. With the 503 objective
in the microscope and the CCD camera used in the experiments,
each of 6403480 pixels represented the average reflectivity of a
region of 0.177mm length. From each image a plot of the pixel
gray valueG versus pixel positiony was extracted. The experi-
mentally obtained gray value plot for the interference fringes@Fig.
2~a!# of the corner meniscus under isothermal conditions atx
51.1 mm is shown in Fig. 2~b!. For comparison, the profile atx
514.93 mm is given in Fig. 2~c!. The reader should note that all
the images correspond to the corner meniscus at a particular cross
section of the cuvette@see Fig. 1~b!#and not near the nose of the
bubble.

Fig. 1 „a… Schematic diagram of the experimental setup and
„b… cross-sectional view of the quartz cuvette „inside dimen-
sions 3 mmÃ3 mm …. Acceleration due to gravity g is acting
perpendicular to the cross section.
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A computer program written inMATLAB scanned the peaks and
valleys and filtered the noise from the real peaks and valleys. It
then calculated a relative gray valueḠ at each pixel position
based on the following relation@34#

Ḡ~y!5
G~y!2Gmin~y!

Gmax~y!2Gmin~y!
(1)

whereGmin(y) andGmax(y) were determined from the interpolated
envelopes to the various order minima and maxima. The presence
of stray light necessitated the use of a relative gray valueḠ, as
defined in Eq.~1!. This also implicitly took into account the in-
crease in the absorption of light due to an increase in the liquid
film thickness and changes in the interfacial slope. The envelopes
were drawn by fitting the respective maxima and minima with

polynomials of third order corresponding to an error of less than
2%. The interpolated envelopes corresponding to the dark and
bright fringes of the corner meniscus shown in Fig. 2~a! are
shown in Fig. 2~b!. It was found that for most of the data, a
third-order polynomial was sufficient to fit these envelopes, and
the evaluated film thickness profiles were found to be independent
for higher orders of this polynomial. The value ofGmin(y) for
positions ahead of the zeroth dark fringe was taken to be the value
at the zeroth dark fringe. The value ofGmax(y) in the adsorbed flat
film region was taken to be equal to the measured gray valueGc
of the bare quartz surface of the cuvette. This gray value corre-
sponded to a film thickness equal to zero and was measured using
a dry cell with the same light intensity. A linear interpolation was
used to connect the gray value of the first bright fringe and this
value ofGc at the beginning of the adsorbed section as shown in
Fig. 2~b!. The constant gray value in the flat adsorbed film region
is G0 . Near the pool of the liquid~farther from the top of the
cuvette,x514.93 mm), the constant gray value in the flat ad-
sorbed film region of the meniscusG0 decreased as shown in Fig.
2~c!. This shows an increase in the value of the adsorbed film
thicknessd0 near the pool of the liquid at the bottom, which is
expected.

The next step was to relate the relative gray value to the reflec-
tivity RL by using the following relation@57# so that the film
thickness could be evaluated

RL~y!5Ḡ~y!@RLmax2RLmin#1RLmin (2)

Since the gray value at each pixel location was known from the
experimental data, the reflectivity of the liquid film could be cal-
culated at each pixel position using Eq.~2!. The reflectivity of a
thin liquid film of refractive indexn1 , on a solid surface of re-
fractive indexns was related to the film thicknessd, according to
Eq. ~3!.

RL5
a1b cos 2w1

k1b cos 2w1
(3)

where

w15
2pn1d

l
, a5r 1

21r 2
2, b52r 1r 2

(4)

k511r 1
2r 2

2, r 15
n12nv

n11nv
, r 25

ns2n1

ns1n1

The equation shows that the reflectivity changes cyclically with
the minima and maxima according to

RLmax5S r 11r 2

11r 1r 2
D 2

5
a1b

k1b
(5)

RLmin5S r 12r 2

12r 1r 2
D 2

5
a2b

k2b
(6)

Combining Eqs.~2! and~3!, the film thickness at each pixel loca-
tion was related to the gray value at that pixel location according
to Eq. ~7!

2w15cos21H b1k@122Ḡ~y!#

b@2Ḡ~y!21#2k
J (7)

Thus, the film thickness at each pixel location was obtained based
entirely on the experimental data. The fact that the extended me-
niscus profile merged smoothly to an adsorbed flat film was uti-
lized to estimate the adsorbed film thickness from the gray value
data, the gray value corresponding to a bare surface, and the peak
and valley envelopes. Figure 3 is an example of the film thickness
profile of the corner meniscus for the gray values represented in
Fig. 2, which showed that the capillary meniscus merges smoothly
to an adsorbed flat thin film region,d5d0 . The thickness at the
zero-order fringe isd50.1 mm. The error in the film thickness

Fig. 2 „a… Fringe pattern for an equilibrium isothermal ex-
tended corner meniscus of pentane at xÄ1.1 mm „QinÄ0…; „b…
gray value profile for pentane at xÄ1.1 mm „QinÄ0, d0
Ä48.9 nm… ; and „c… gray value profile for pentane at x
Ä14.93 mm „QinÄ0, d0Ä60.2 nm…
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measurement was estimated to be60.01mm in the transition and
capillary region of the film and610% in the adsorbed film region.

Once the film thickness was obtained at every pixel, the slope
(dd/dy) of the film thickness profile~local tangent angle!and the
curvature were obtained at pixel numberp by fitting a second
order polynomial to the film thickness at pixel numbersp21, p,
and p11. The termsdd/dy and d2d/dy2 were then obtained at
pixel numberp based on this fitted polynomial between the three
points. The curvature at pixel positionp was then calculated using
the following relation:

K5

d2d

dy2

F11S dd

dyD
2G3/2 (8)

Next, the pixel numbersp, p11, andp12 were used and the
process was repeated to obtain the slope and curvature at pixel
position p11. Since the distance between two successive pixels
represented a length of 0.177mm, a second-order polynomial to
the film thicknesses at three consecutive pixel positions was found
to be highly satisfactory~with very small error, coefficient of re-
gression greater than 0.99!. Thus, the technique successfully
evaluated the thickness, slope, and curvature at every pixel posi-
tion. This technique captured the variations of these quantities as a
function of position. This would not be possible if one polynomial
~of even higher orders!was fitted to the complete film thickness
profile and used to obtain the slope and curvature. Also, a check
using a five-point method did not change the results in a signifi-
cant way. In addition, we lose details when we average over a
larger length. All the experimental data of the corner meniscus
during isothermal and nonisothermal conditions were analyzed us-
ing this improved image analysis technique. The curvature profiles

for the isothermal corner meniscus calculated using the experi-
mental data and Eq.~8! at different axial locationsx are plotted in
Fig. 4. Figure 4 shows that the curvature of the isothermal corner
meniscus is zero in the adsorbed flat film region (d5d0). The
curvature increased with an increase in the film thickness and
became relatively constant in the thicker part of the corner menis-
cus~d.1 mm!. In addition, the average value of the curvature for
d.1 mm (KT) increased with an increase in the hydrostatic head
~decrease in the distance from the top of the cuvette,x!.

The experimental technique could be verified by analyzing the
data for the effect of hydrostatics on the curvature of the isother-
mal meniscus at equilibrium because the capillary pressure would
balance the hydrostatic pressure if there were no contribution
from the dispersion force. Writing a hydrostatic pressure balance
for the thicker portion~P50! of the isothermal corner meniscus at
two different axial locations along the cell, we find Eqs.~9!–~11!

Pl ux2Pl ux0
5rg~x2x0! (9)

~Pv2Pl !ux2~Pv2Pl !ux0
5rg~x02x! (10)

s~KT,x0
2KT,x!5rg~x2x0! (11)

In the experimental system described here, as we go toward the
bottom of the cell~increase inx!, the hydrostatic head decreases,
and hence the meniscus curvature (KT,x) decreases. According to
Eq. ~11!, a plot of (KT,x0

2KT,x) versus2(rg/s)(x02x) should
be a straight line with slope equal to one. The data in Fig. 5 show
excellent agreement with this hypothesis with an accuracy of data
fitting of 98.4%. Thus, the experimental/analytical technique
could be used to measure and analyze accurately the curvature of
the corner meniscus of the wetting fluid.

Fig. 3 „a… Comparison of thickness profiles at xÄ1.1 and 14.93
mm „QinÄ0…, and „b… comparison of thickness profiles at x
Ä1.1 and 14.93 mm near contact line region „QinÄ0…

Fig. 4 Curvature profiles of the isothermal corner meniscus at
two axial locations, xÄ14.93 and 22.87 mm „QinÄ0…

Fig. 5 Curvature versus À„rg Õs…„x 0Àx …; „KT,x 0
Ä10,863 mÀ1

at xÄ1.1 mm…
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Also, to justify the algorithms used in the evaluation of the
slope, we compared the experimentally obtained slope of an iso-
thermal pentane meniscus with the analytical expression derived
by DasGupta et al.@10# for a stationary isothermal meniscus that
is given below

dd

dy
5~KTd0!1/2A2h1

2

3

a4

h3
2

8

3
a (12)

whered0 is the adsorbed thin film thickness inm, h is the dimen-
sionless thickness along the interface, defined ash5d/d0 , anda
is a dimensionless variable defined asa452B/sKTd0

4, which for
an isothermal stationary meniscus is equal to 1. Using Eq.~12! for
an isothermal pentane meniscus in the VCVB at a lengthx
51.11 mm, a comparison of the experimentally obtained slopes
and the theoretical slopes is made and is shown in Fig. 6. As
shown in Fig. 6, an excellent agreement is obtained between the
experimental and theoretical slopes of the interface, which justi-
fies the algorithm used in the evaluation of the slope and hence the
curvature of the interface.

Including the effects of the capillary and the dispersion forces,
the isothermal part of the excess interfacial free energy per unit
volume ~interfacial pressure jump! could be calculated from the
experimental data using the following equation~e.g.,@10,58,59#!

Pv2Pl5sK2
A

6pd3
d<20 nm

(13)

Pv2Pl5sK2
B

d4
d>40 nm

wherePv is the vapor pressure,Pl is the pressure inside the liquid,
K is the curvature of the liquid-vapor interface,s is the surface
tension, andd is the film thickness of the liquid. For our experi-
mental conditions, we find that we are in the retarded film thick-
ness,d>40 nm. The second term on the right-hand side of the
equation describes the van der Waals interactions and is defined in
the thicker case as

]DGvdw

]d
5

B

d4
52P (14)

whereDGvdw is the excess interfacial free energy per unit area
due to the van der Waals interactions.DGvdw includes the contri-
butions from dipolar~purely entropic!and dispersion interactions.
A is the Hamaker constant, andB is the retarded dispersion~Ha-
maker!constant for thicker films. Negative values of the Hamaker
and dispersion constants signify that an adsorbed thin film in the
microscopic region would be stable and would reduce the free

energy of the system. Therefore, the thickness of the adsorbed thin
film decreases with an increase in the hydrostatic head as shown
in Fig. 3~b!.

The value of the ideal dispersion constant is a function of the
bulk refractive indices and the dielectric constants of the three
phases. Since our experimental system was not ideal because it
was designed to study transport phenomena using a fluid with a
high vapor pressure, we evaluate the dispersion constant using
experimental data. Since the corner meniscus was near equilib-
rium isothermal conditions, the augmented Young-Laplace model
@Eq. ~13!# can be written for both the thin adsorbed film region
(K50) and the thicker portion of the corner meniscus~P50!

Pv2Pl~y!5sK~y!2
B

d4
5constant (15)

and

sKT52
B

d4
5constant (16)

Although, we found that the experimental values ofB were a
weak function of the adsorbed film thickness, an average value of
B is considered adequate in calculating disjoining pressure of the
thin film during receding and advancing movement of the menis-
cus during the nonisothermal studies. We also assume that the
process of phase change does not effect the value ofB. Using the
values of the thickness of the thin adsorbed film (d0) and the
curvature in the thicker part of the meniscusKT for the experi-
mental system at isothermal conditions, the average dispersion
constantBavg was found to be equal to21.195310227 Jm over a
thickness range of 48 nm,d0,55 nm. We also note that, an error
in the measured adsorbed film thickness due to interfacial tem-
perature jumps could result in a larger than expected value of the
dispersion constant. As described in previous studies@26# a pos-
sible uncontrollable interfacial temperature jump of the order of
1024 K could cause an error in thickness ofd0 of 100% and a
large error inB. Although further studies are needed to quantify
these effects and so achieve a better understanding of the value of
the dispersion constant, we emphasize that an error incorporated
in the value of the dispersion constant does not effect the conclu-
sions given below because they depend on the change ofP from
the hydrostatic and/or the nonisothermal, steady-state reference
measurement.

Advancing and Receding Menisci
First, a reference steady-state stationary evaporating meniscus

was set by fixing the heat input rate atQin50.039 W. Then the
contact line of the corner meniscus was made to receed towards
the walls of the cuvette by changing the heater power from 0.039
W to 0.068 W~time, t50 s) and to advance away from the wall
by changing the heat input back to 0.039 W (t'30 s). Note that
there is fluid flow and evaporation in the reference meniscus at
Qin50.039 W. During this process, the contact line of the menis-
cus first recedes due to additional evaporation and then advances
back to its original position due to a decrease in evaporation~with
some possible condensation in the flat adsorbed film! as shown in
Fig. 7. Meniscus recession occurs fromt50 s to t'30 s and ad-
vancement during 30,t,67 s. Here the receding meniscus fort
,10 s and the advancing meniscus fort.50 s is considered due
to significant changes in the meniscus profiles in these regions.
Figures 7~a!–7~c! represent the fringe pattern of the receding me-
niscus of pentane att52.92, 6.05, and 10.13 s, respectively and
Figs. 7~d!–7~g! represent the advancing meniscus att552.63,
56.71, 61.47, and 66.44 s, respectively. Using the image-analyzing
technique discussed earlier, the captured images of the receding
and advancing films were analyzed to obtain the variation in
thickness, slope, curvature, and pressure profiles.

Fig. 6 Comparison between theoretical †Eq. „12…‡ and experi-
mentally obtained slopes of a liquid-vapor interface of pentane
on quartz in a VCVB at xÄ1.11 mm „QinÄ0…
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Film Thickness Profiles
Gray value profiles for the interference fringe pattern~Fig. 7!of

the receding meniscus at two instants (t52.92 and 10.13 s!are
shown in Fig. 8. During the film recession, the gray value profile
changes and its value in the adsorbed thin film region increases
~thinner adsorbed film!. The corresponding thickness profiles of

the receding meniscus at three instants of time (t52.92, 6.05, and
10.13 s!are presented in Fig. 8. Table 1 and Fig. 9 clearly show
that the adsorbed film thickness decreased~from 50.4 nm att
50 s to 36.7 nm at 10.13 s! as the film receded toward the corner.
The profiles of the advancing meniscus~due to change in heat
input from 0.068 W to 0.039 W! at four instants of time (t
552.63, 56.71, 61.47, and 66.44 s! are presented in Fig. 10. The
advancement of the film was associated with an increase in the
adsorbed film thickness from 40 nm to 55.5 nm. The complete
results are presented in Table 1, where the states~advancing or
receding!of the meniscus are also shown. A plot of the change in
the adsorbed film thickness with time is presented in Fig. 11. The
data show that the value ofd0 decreases as the film recedes and
increases as the film advances. The slopes for the data represented
in Fig. 7 are plotted in Fig. 12. It is evident that the slope of the
film thickness profile is zero in the adsorbed, thinner flat film
region. The slope then increased rapidly along the thickness pro-
file. As can be seen from the figure, the slope increased at a given
value of d as the film receded toward the corner and the slope
decreased with the advancement of the meniscus. This observation
is consistent with the results obtained by Zheng et al.@32# and
Zheng@60#. We note that since there is no bulge in the thickness
profile, Marangoni flows and instabilities appear to be absent in
this portion of the meniscus.

Curvature Profiles
The curvature profiles for the receding and the advancing me-

nisci were calculated using Eq.~8!. The curvature profiles for the
data presented in Fig. 7 are shown in Fig. 13. The shapes are
significantly different from the equilibrium shapes presented in
Fig. 4. The curvature approached a relatively constant value in the
thick film region at any given instant. In the flat part of the film,
the value of the curvature was zero. It then increased rapidly and
passed through a maximum. High curvature and curvature gradi-
ents near the contact line region were suggested previously by the
numerical modeling results of Potash and Wayner@6#, Truong and
Wayner@61# and others~eg.,@9,18,20,22,62,63#!, but had not been
observed in a transient situation before. The increase in curvature
with thickness in the thinner region results from the decrease in
disjoining pressure with thickness as indicated by Eq.~9!. The
maximum values of the curvature and the nearly constant values
of the curvature at the thicker end of the film are presented in
Table 1. As can be seen from Table 1, the maximum and constant
curvature near the thicker region increased when the film receded
and decreased when the film advanced. DasGupta et al.@10,17#
also experimentally obtained a curvature maximum in the contact
line region of a steady-state evaporating thin film for a completely
wetting case, but for a stationary film. Note that as the film re-
ceded, the curvature aroundd50.5 mm ~maximum curvature! and
the constant curvature in the thicker region increased, which
served to increase the curvature gradient and, hence, the potential
for fluid flow. After t'20 s, the decrease in the adsorbed film
thickness~Fig. 11!and curvature are smaller as the profile adjusts
to a new steady state with evaporation. During advancing~time
increasing!, the maximum curvature decreased due to enhanced
spreading, as can be seen in Fig. 13~b!. This served to decrease the
curvature gradient and, hence, the potential for flow. The in-
creased curvature and curvature gradients near the microregion of
the meniscus led to extremely high capillary forces and a strong
liquid flow toward the interface, as is also the case during evapo-
ration in a steady-state meniscus. Thus, with the experimental
technique used herein, the presence of a curvature maximum in
the contact line region for both receding and advancing menisci
was demonstrated.

Pressure
Based on the experimentally measured thickness and curvature

profiles, we calculated the pressure at every pixel using the aug-
mented Young-Laplace equation~13!. There are two fundamental

Fig. 7 Fringe pattern for receding and advancing menisci, Re-
ceding meniscus: „a… 2.92 s, „b… 6.05 s, „c… 10.13 s; Advancing
meniscus: „d… 52.63 s, „e… 56.71 s, „f… 61.47 s, and „g… 66.44 s

Fig. 8 Gray value profiles of the pentane meniscus at x
É10 mm during recession, at tÄ2.92 s, d0Ä45.7 nm and at t
Ä10.13 s, d0Ä36.7 nm „nonisothermal …

Journal of Heat Transfer MARCH 2005, Vol. 127 Õ 237

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 9 „a… Thickness profiles of the pentane meniscus at x
É10 mm during recession „nonisothermal … and „b… comparison
of thickness profiles of the pentane meniscus at xÉ10 mm dur-
ing recession near the contact line region „nonisothermal …

Fig. 10 „a… Thickness profiles of the pentane meniscus at
xÉ10 mm during advancement „nonisothermal … and „b… com-
parison of thickness profiles of the pentane meniscus at x
É10 mm during advancement near the contact line region
„nonisothermal …

Table 1 Parameters for receding and advancing menisci „u r is the apparent contact angle at
dÄ0.1 mm…

Time
~s!

d0
~nm!

K0.1 mm
~m21!

Kmax
~m21!

KT
~m21!

Velocity
Ui ~mm/s!

Contact angle
u r ~deg!

t0
~N/m2!

0.039 W to 0.068 W 0 50.4 6030 6786 4585 2 1.20 20.47
~Receding meniscus! 0.34 50.0 5000 7271 4629 21.95 1.13 20.80

1.29 46.6 6590 7333 4855 20.35 1.33 20.90
2.92 45.7 5911 7416 4895 20.54 1.28 21.07
3.33 45.6 5816 7564 4954 20.87 1.29 21.31
4.35 45.3 5890 7607 4985 20.35 1.31 21.24
4.69 45.1 5287 8094 5024 21.56 1.23 21.43
6.05 44.9 5140 8991 5088 20.91 1.18 21.88
7.07 44.8 5234 9082 5137 20.17 1.22 21.65
7.41 43.9 5109 9328 5207 21.04 1.22 21.86
8.09 42.5 4990 9470 5284 20.52 1.19 22.53
8.77 39.9 5091 9554 5367 20.78 1.24 23.79

10.13 36.7 4790 9643 5528 20.52 1.21 25.08
0.068 W to 0.039 W 52.63 40.0 2831 9159 6311 2 0.86 25.25
~Advancing meniscus! 52.97 41.9 2811 9248 6268 0.52 0.84 24.17

54.67 42.0 2889 9202 6089 0.26 0.84 23.92
56.71 42.5 3279 8985 5881 0.61 0.97 23.68
58.75 42.3 3844 8878 5878 0.35 1.04 23.08
60.79 42.4 4314 8725 5549 0.52 1.17 23.25
61.47 46.3 4329 8552 5458 0.78 1.08 22.86
64.87 47.3 4728 8303 5262 0.47 1.10 22.16
65.89 49.0 4276 7298 5226 1.21 1.04 21.79
65.96 49.6 4360 6900 5126 7.81 1.05 21.18
66.23 50.8 4709 6835 5128 1.95 1.11 20.86
66.44 55.5 5305 6936 5185 1.73 1.10 20.69
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properties we need for this calculation, the dispersion constant for
the system and the interfacial tension. The interfacial tension was
experimentally obtained using a Fisher surface tensiomat® and
was found to be equal to 0.0171 N/m, and the experimental value
of the average dispersion constant,Bavg521.195310227 Jm,
was used for the pressure calculation. Also the variation of surface
tension with temperature was found to be]s/]T'20.1106
31023 (N/m °C) @64#.

Plots ofP1 against distancey for both receding and advancing
menisci are shown in Fig. 14. Note that the pressure roughly fol-
lowed changes in the curvature in the region where the disjoining
pressure effect is small. The horizontal regions for large values of

y show the effect of disjoining pressure. As the film receded@Fig.
14~a!#, the pressure gradients closest to the flat thin film~contact
line! increased. As the film advanced@Fig. 14~b!#, the pressure
gradient decreased and the whole curve flattened. These plots
show the forces driving the motion of the fluid and how differ-
ences in those forces at different regions of the film caused flow
toward or from the contact line.

Average Shear Stress
The liquid-vapor interfacial velocity was also used to charac-

terize the movement of the meniscus. Herein, the location of the
point d50.1 mm, C, was taken as the reference point and the
velocities were calculated based on the movement of this point of
the meniscus between timest i 21 to t i by

Ui5
ci2ci 21

t i2t i 21
(17)

If the liquid-vapor interfacial velocity was positive, then it in-
dicated that the contact line moved toward the flat film~advance-
ment!. Velocity calculated from Eq.~17! represents the velocity of
a control volume of the liquid-vapor interface, starting from the
adsorbed thin film to a thickness of 0.1mm. This is obvious from
Figs. 9~b!and 10~b!, where the thickness profiles for the receding
and advancing movements of the meniscus are parallel to each
other, indicating a constant velocity over the entire control volume
for a given instant. We note that ford.0.1mm, we observed more
complicated velocity profiles. However, the area of interest in this
paper is restricted tod0,d,0.1mm for the nonisothermal ex-
periments.

In a related work Zheng et al.@32,60#presented the following
force balance method for an oscillating film. Figure 15 illustrates
the macroscopic interfacial force balance that relates viscous
losses to interfacial forces and the apparent contact angle in an

Fig. 11 Adsorbed thickness d0 versus time during receding
and advancing movements of the pentane meniscus at x
É10 mm from the top of the cuvette „nonisothermal …. Open
circles represent data point and solid line shows the trend in
the data.

Fig. 12 „a… Slope profiles for the receding meniscus of pen-
tane at xÉ10 mm „nonisothermal … and „b… slope profiles for the
advancing meniscus of pentane at xÉ10 mm „nonisothermal …

Fig. 13 „a… Curvature profiles for the receding meniscus of
pentane at xÉ10 mm „nonisothermal … and „b… curvature pro-
files for the advancing meniscus of pentane at xÉ10 mm
„nonisothermal …
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evaporating meniscus for the control volumes betweend0 andd r .
Due to the extremely small momentum of the system, we can
assume that the sum of the forces acting on the interfaces of the
control volume is balanced. Therefore, using the augmented
Young-Laplace equation, the interfacial force balance betweend r
~measured atd r50.1mm) and the flat liquid film on the quartz
surface~at d0) is

s lv,r cosu r1s ls,r1~s lv,rKr1P r !d r

5@t0L01s lv,01s ls,01~s lv,0K01P0!d0# (18)

wheret0 is the average shear stress that the solid exerts on the
fluid over the lengthL0 . The productt0L0 represents a shear
force per unit contact line length perpendicular toL0 and is as-
sumed to be positive toward the adsorbed thin film.P0 is the
disjoining pressure atd0 , and u r is the value of the apparent
contact angle at 0.1mm. The sum (P0d01s lv,0K0d0) represents
the ‘‘suction’’ at d0 due to interfacial forces. The disjoining pres-
sure or free energy per unit volumeP0 , represents the force per

unit area at the contact line and is positive for a completely wet-
ting fluid. The value of the apparent contact angle is a function of
the location because of the curvatureK.

Assuming thats lv,r5s lv,05s l , s ls,r5s ls,05s ls , Eq. ~18!
can be simplified as

@t0L01P0d01s lK0d0#5s l~cosu r21!1~s lKr1P r !d r
(19)

To overcome the difficulty of measuring the disjoining pressure at
the thicker end of the control volume the film thicknessd is taken
to be the thickness at the first destructive interference fringe, 0.1
mm, where the disjoining pressureP r is negligible.

Equation~19! can be rewritten to get the average shear stress
over the control volume as

t05
s l~cosu r1Krd21!2P0d0

L0
(20)

From Eq.~20!, we can calculate the average surface shear stress
between the adsorbed film thicknessd0 , and the reference thick-
nessd r . The results are presented in Table 1.

From Table 1 we see that the average shear stress over the
control volume has a negative sign for both advancing and reced-
ing menisci. This demonstrates that the liquid adjacent to the solid
surface is flowing toward the contact line while evaporating in
both cases. Figure 16 shows the absolute average shear stress of
the receding and advancing menisci as a function of the adsorbed
film thicknessd0 . As shown in Fig. 16 and Table 1, the average
absolute value of the shear stress at the wall increases as the
meniscus recedes~decrease ind0 with more evaporation! and de-
creases as the meniscus advances~increase ind0 with less evapo-
ration!. The increase in the average shear stress during recession is
due to the decrease in the adsorbed film thickness, which in-
creases the van der Waals interactions between the wall and the
liquid film. Hence any further recession causes an increase in

Fig. 14 „a… Liquid pressure versus distance for the receding
meniscus of pentane at xÉ10 mm „nonisothermal, Pv
Ä593 mm of Hg at Tquartz, xÉ10 mmÄ31.5°C… and „b… liquid pres-
sure versus distance for the advancing meniscus of pentane at
xÉ10 mm „nonisothermal …

Fig. 15 Schematic of the control volume of an evaporating
corner meniscus for macroscopic interfacial force balance

Fig. 16 „a… Absolute value of average shear stress during re-
cession against d0 and „b… absolute value of average shear
stress during advancement against d0 . A parabolic profile is
fitted to show the trend in t0 „d0….
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shear stress as shown in Fig. 16~a!. During advancing, the average
shear stress decreases as the meniscus advances@Fig. 16~b!#, due
to an increase in the adsorbed film thickness, which causes a
decrease in the van der Waals interactions.

Equation~20! can be made dimensionless by multiplying both
sides by (L0 /s) resulting in

t0L0

s
5~cosu r1Krd r21!2

2B

sd0
3

(21)

A plot of t0L0 /s against2B/sd0
3 is shown in Fig. 17 for both

receding and advancing menisci. The data fits to a straight line of
slope>1 with an error of 2–4%. Also, the value of the intercept
(cosur1Krdr21) is approximately constant for both receding and
advancing movements of the meniscus. This shows thatt0L0 /s
depends mainly on2B/sd0

3 and the effect of (cosur1Krdr21) is
approximately constant and relatively small compared to2B/sd0

3

~Table 2!.
Thus, the experimentally measured force field~disjoining pres-

sure, curvature, and contact angle! and inferred average shear
stress help describe the physics behind the advancing and reced-

ing meniscus. We find that changes in the disjoining pressure con-
trols the motion of the extended meniscus and fluid flow in the
meniscus.

Conclusions
A system consisting of an evaporating meniscus of pentane on a

quartz surface in a vertical constrained vapor bubble was studied.
Image-analyzing interferometry with an improved data analysis
technique was successfully used to measure the profile of the
moving contact line region of evaporating corner meniscus of
pentane. Isothermal equilibrium experiments verified the accuracy
of the curvature measurement process. To characterize the system,
the value of the dispersion constant for the thickness of use was
evaluated in situ.

Nonisothermal experiments were also performed. The meniscus
was made to recede and advance by increasing and decreasing the
heat inputs. The motion was due to a change in heat input, and the
meniscus was stable after a long period of time at the particular
heat fluxes studied. The advancing and receding menisci were
analyzed to obtain the film thickness, curvature, and pressure pro-
files as a function of time. A maximum in the curvature profile of
the liquid-vapor interface was observed, and it decreased as the
meniscus advanced~lower heat flux!and increased as the menis-
cus receded~higher heat flux!. An increase in the adsorbed film
thickness was associated with the advancing stage and a decrease
with the receding stage. Using the augmented Young-Laplace
equation, pressure profiles were calculated as a function of time
that demonstrated the cause of fluid flow toward or away from the
contact line. Shear stress on the wall was correlated with changes
in the van der Waals interactions between the wall and the liquid
film. The results indicate that the changes in the disjoining pres-
sure control the motion of the extended meniscus and fluid flow
therein.
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Nomenclature

A 5 Hamaker constant, J
B 5 dispersion constant, Jm
g 5 acceleration due to gravity, m/s2

Ḡ 5 average gray value
G 5 gray value

Gc 5 gray value of the bare surface
G0 5 constant gray value corresponding to adsorbed

thickness ofd0

DGvdw 5 change in Gibbs free energy
K 5 curvature, m21

L 5 order of the fringe
L0 5 control volume length, m
n 5 refractive index
p 5 pixel number
P 5 pressure, Pa

r 1 ,r 2 5 coefficients defined in Eq.~4!
RL 5 reflectivity
Qin 5 heat input, W

T 5 temperature, K
U 5 velocity, m/s
x 5 axial location, mm
y 5 distance,mm

Greek Symbols.

a,b,k 5 coefficients defined in Eqs.~4! and ~12!

Fig. 17 Dimensionless shear stress, t0L 0 Õs, versus dimen-
sionless disjoining pressure, ÀB Õsd0

3. Ã represents receding
meniscus and s represents advancing meniscus.

Table 2 Shear stress for receding and advancing menisci

Time
~s!

L0
~mm!

t0L0 /s
(1024)

cosur
1Krd r21

(1024)
2B/sd0

3

(1024)

0.039 W to 0.068 W 0 5.84 21.61 3.84 5.45
~Receding meniscus! 0.34 5.49 22.56 3.05 5.60

1.29 5.66 22.97 3.91 6.88
2.92 6.19 23.88 3.43 7.31
3.33 5.31 24.06 3.26 7.32
4.35 5.84 24.23 3.27 7.49
4.69 5.49 24.60 2.99 7.59
6.05 4.25 24.68 3.00 7.68
7.07 4.96 24.78 2.98 7.76
7.41 4.96 25.39 2.84 8.23
8.09 4.25 26.28 2.82 9.10
8.77 3.72 28.24 2.74 10.97

10.13 3.90 211.56 2.56 14.12
0.068 W to 0.039 W 52.63 3.01 29.24 1.71 10.94
~Advancing meniscus! 52.97 3.19 27.78 1.73 9.50

54.67 3.54 27.62 1.81 9.43
56.71 4.07 27.32 2.00 9.32
58.75 3.72 27.06 2.19 9.25
60.79 4.07 26.81 2.41 9.22
61.47 3.54 24.48 2.56 7.04
64.87 3.54 23.70 2.88 6.58
65.89 4.78 23.31 2.64 5.95
65.96 6.02 23.04 2.67 5.71
66.23 6.19 22.50 2.84 5.34
66.44 4.60 20.63 3.46 4.09
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d 5 film thickness,mm
d0 5 adsorbed thin film thickness, nm
D 5 difference
l 5 wavelength, nm
P 5 disjoining pressure, N/m2

r 5 density of the liquid, kg/m3

s 5 surface tension of the liquid, N/m
w1 5 parameter defined in Eq.~4!
u r 5 apparent contact angle~tangent angle!at d50.1

mm, deg
t0 5 average shear stress, N/m2

Subscripts

avg 5 average
i 5 ith instant
l 5 liquid

max 5 maximum
min 5 minimum

R 5 reference state
s 5 solid
T 5 thicker portion
x 5 axial distance, mm
v 5 vapor
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Experimental Study of Heat
Transfer in an Evaporating
Meniscus on a Moving Heated
Surface
A stable meniscus is formed by a circular nozzle dispensing water over a heated circular
face of a rotating cylindrical copper block. The nozzle is offset from the axis of rotation of
the copper block and thus a moving meniscus is formed on the surface. The water flow
rate, heater surface temperature, and the speed of rotation are controlled to provide a
stable meniscus with continuous evaporation of water without any meniscus breakup. The
study provides an important insight into the role of the evaporating liquid-vapor interface
and transient heat conduction around a nucleating bubble in pool boiling.
@DOI: 10.1115/1.1857948#

Introduction
Heat transfer at the liquid-vapor interface with a moving con-

tact line on a heated surface is of great interest in boiling studies.
The meniscus region heat transfer is not well understood, and a
direct measurement of heat flux under an evaporating meniscus is
useful in providing insight into the associated heat transfer phe-
nomena. The heat transfer around a nucleating bubble is in many
respects similar to the advancing and receding motion of the me-
niscus on a heated surface.

A novel technique is presented in this paper by which we can
access the liquid-vapor interface and the contact line region~de-
fined as the region where the liquid-vapor interface meets the
heater surface!. Figure 1 presents a comparison between a moving
meniscus and a nucleating bubble. As the bubble grows, the
liquid-vapor interface advances into the liquid; the receding liquid
front of a moving meniscus represents this region of the bubble
ebullition cycle. As the bubble grows to its departure size, its
footprint on the heater surface rapidly shrinks as the liquid front
advances over the region that formed the bubble base during the
bubble growth period. This region of rewetting is represented by
the advancing liquid front of a moving meniscus.

Figure 2 shows the details of a wedge of thin liquid film on a
heated surface. Three regions are identified here:~i! Nonevaporat-
ing Adsorbed Thin-Film Region. In this region, liquid is adsorbed
on the heater surface and forms a nonevaporating layer. The mo-
lecular forces have controlling influence, and the disjoining pres-
sure reduces the pressure in the liquid and enables it to reside in a
supersaturated liquid state.~ii! Evaporating Thin-Film Region.
Evaporation occurs at the liquid-vapor interface, and liquid is fed
from the bulk liquid through the intrinsic meniscus region. Here
both the disjoining pressure and the capillary forces play a role.
~iii! Intrinsic Meniscus Region. The fluid mechanics in this region
is governed by the conventional equation of capillarity.

Previous studies on meniscus mainly focused on stationary me-
nisci, which were formed inside or at the outlet end of a capillary
or a small diameter tube, or at a straight edge between two inter-
secting surfaces. The focus of most of these studies@1–23# was
the microscale and macroscale heat transfer and fluid mechanics
in the vicinity of the stationary contact line region.

A clear influence of the meniscus velocity on heat flux was
demonstrated in their early experiments by Kandlikar and Kuan

@24,25#. In their experiments, heat flux was found to increase lin-
early with the meniscus velocity from 0 to 0.38 m/s. Further in-
crease in velocity caused a meniscus breakdown. The variation of
advancing and receding contact angles with meniscus velocity
was also studied over the range of parameters investigated.

The advantages of studying the meniscus geometry are fairly
obvious:~i! the liquid-vapor interface and the contact line region
can be viewed clearly without any obstruction from the highly
active boiling phenomena occurring around a bubble in pool boil-
ing, and~ii! under stable operating conditions, the liquid flow rate
provides a direct measurement of the heat transfer rate over the
wetted region bounded by the advancing and receding interfaces.

Literature Review
As mentioned earlier, previous studies on meniscus mainly fo-

cused on stationary menisci, which were formed inside or at the
outlet end of a capillary or a small diameter tube, or at a straight
edge formed between two intersecting surfaces.

In 1978, Wayner@1# stated that viscous flow in a thin film in the
immediate vicinity of the interline~junction of solid-liquid-vapor!
significantly affects the complete profile of an evaporating menis-
cus. This change as a function of heat flux was theoretically ana-
lyzed based on the premise that fluid flow was caused by the
London–van der Waals dispersion force. In their analysis, the
change in the apparent contact angle from its intrinsic value was
attributed to viscous effects only and did not include a surface
roughness effect. The extended meniscus was divided into three
zones:~i! the immediate vicinity of the interline~the thin film
region!, where the thickness of the liquid can vary from a mono-
layer to approximately 500 Å;~ii! the inner intrinsic meniscus
region, where the thickness range is approximately 0.05– 10
31026 m; and~iii! the outer intrinsic meniscus region, where the
thickness is greater than 1025 m.

Holm and Goplen@2# stated in 1979 that very high heat transfer
rates have been observed near the triple interline, the junction of
the vapor, the evaporating thin film, and the nonevaporating ad-
sorbed thin film. Dropwise condensation was used as an example
that exhibits surface heat transfer coefficients that are approxi-
mately one order-of-magnitude greater than the coefficients result-
ing from film condensation. At the same time, Holm and Goplen
demonstrated that the extent of interline dispersion at any time can
be controlled by using capillary grooves partially filled with a
liquid as a means of forming the triple interline region. The heat
transfer is augmented by the flow of the liquid into the groove
under the action of capillary forces—a passive process. Because

1Corresponding author.
Manuscript received August 20, 2003; revision received December 15, 2004.

Review conducted by: J. N. Chung.
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of the small physical dimensions associated with a meniscus, the
local characteristics of the combined heat and mass transfer pro-
cesses were deduced from overall characteristics, such as~i! total
heat transfer from a grooved plate,~ii! overall temperature drops
in the walls separating the grooves, and~iii! the temperature dif-
ference between the top of the wall and the surrounding vapor.

In 1992, Swanson and Herdt@3# formulated a mathematical
model describing the evaporating meniscus in a capillary tube
incorporating the full three-dimensional Young-Laplace equation,
Marangoni convection, London–van der Waals dispersion forces,
and nonequilibrium interface conditions. The governing equations
and boundary conditions were cast in terms of five coupled non-
linear ordinary differential equations and solved numerically. The
model was tested using various values of the dimensionless super-
heat and dispersion number.

In 1994, Hallinan et al.@4# determined the effects of evapora-
tion from the thin film region of a liquid-vapor meniscus within
the micropores of a heat pipe wick on the interfacial shape, tem-
perature distribution, and pressure distribution.

Khrustalev and Faghri@5# developed a mathematical model of
the evaporating liquid-vapor meniscus in a capillary slot in 1996.
The model consists of two-dimensional steady-state momentum
conservation and energy equations for both the vapor and liquid
phases and incorporates the existing simplified one-dimensional
model of the evaporating microfilm. A constant wall temperature
is assumed in the analysis because the solid wall thermal conduc-
tivity is significantly higher than that of liquid.

Kim and Wayner@6# experimentally and theoretically evaluated
the microscopic details of fluid flow and heat transfer in the con-

tact line region of an evaporating curved liquid film in 1996. In
their experiment, the evaporating film thickness profiles were
measured optically using null ellipsometry and image analyzing
interferometry. The pressure field was obtained from the thickness
profiles using the augmented Young-Laplace equation. Using the
liquid pressure field, the evaporative mass flux profile was ob-
tained from a Kelvin-Clapeyron model for the local vapor pres-
sure. An evaporating meniscus was formed in the circular experi-
mental cell with octane as the working fluid.

Objectives of the Present Work
The objectives of the present work are as follows:

1. Develop an apparatus to investigate stationary and moving
liquid-vapor interface formed by a meniscus on a heated
surface

2. Study the interface characteristics such as the advancing and
receding contact angles through high speed photographs

3. Obtain quantitative information on the size and shape of the
meniscus as a function of meniscus velocity and heater sur-
face temperature

4. Obtain quantitative information on the heat transfer rates
from the heated surface to the meniscus base as a function of
water flow rate, meniscus velocity, and heater surface tem-
perature

Theoretical Analysis
The heat transfer in the meniscus region is modeled as consist-

ing of three main features:

1. Transient heat conduction between the the heater surface and
the water

2. Evaporation of water along the receding liquid-vapor inter-
face

3. Recirculation and mixing of the unevaporated water behind
the advancing liquid-vapor interface with the incoming wa-
ter

The recirculated and fresh incoming water streams are mixed as
they flow behind the advancing liquid-vapor interface. The tem-
perature of this mixed stream depends on the recirculation rate
and the temperature of the incoming water.

Figure 3 identifies different flow regions considered in the
present model. The inlet stream is identified as stream A, the
mixed stream is identified as stream B, while stream C represents
the water flowing over the heater surface encountering transient
heat conduction, stream D is the fluid flow behind the receding
interface, and stream E represents the evaporating water. Since the
meniscus is stable, the inlet and the evaporating streams~A and E!
are equal.

The transient heat transfer between the heater surface and water
is dictated by the relative thermal diffusivities of water and the
heated copper block. The instantaneous temperature of the inter-
face of two semi-infinite mediums is given by Schneider@26# in
the following:

Tins,S–W5
~krcp!S

1/2TS,i1~krcp!W
1/2TW,i

~krcp!S
1/21~krcp!W

1/2 (1)

For an initial surface temperature of copper block of 108°C,
and a water temperature of 100°C, using Eq.~1! we obtain
Tins,S–W5107.65°C. Because of the large thermal diffusivity of
copper, the surface temperature is found to be close to the initial
temperature of the copper block. Therefore, the interface tempera-
ture to be the same as the initial temperature of the copper block,
and the transient heat transfer is modeled as the semi-infinite me-
dium in water coming in contact with a constant temperature of
the heater surface.

A detailed numerical study of a two-dimensional moving and
evaporating meniscus was conducted by Mukherjee and Kandlikar

Fig. 1 Similarity between a nucleating bubble and an evapo-
rating meniscus in the contact line region

Fig. 2 Details of an evaporating meniscus region
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@27#. The complete Navier-Stokes equations along with continuity
and energy equations were solved. Circulation of liquid was ob-
served inside the meniscus. Figure 4 shows the numerical results
for recirculation of liquid inside the meniscus. The circulation
pattern is seen to be similar to that shown in Fig. 3. The numerical
results also showed that the heat transfer rate near the advancing
liquid front was the highest due to transient conduction between
the heater and the recirculated liquid. In the present work, heat
transfer rates are experimentally measured over the entire menis-
cus region.

Experimental Setup and Experimental Procedure
Figure 5 shows a schematic of the experimental setup with the

water delivery system and the rotating heated copper block. The
fluid delivery system is designed to deliver degassed and de-
ionized water to the dispensing nozzle using gravitational head.
The fluid delivery system includes a degassed water pouch, a flow
meter with attached regulator valve, and a dispensing nozzle.

Figure 6 shows the schematic of the stationary test section used
in the present study. A copper block with a 10 mm dia cylindrical
extension is used as the heated surface. It is heated with the car-
tridge heater as shown. The top surface of the copper block is

polished with 1mm slurry in the final stage of polishing. The
polished surface prevents any boiling inside the meniscus by re-
moving large-sized nucleation cavities. This allows a superheat of
around 8 – 10°C without nucleation occurring inside the meniscus,
thus providing a stable evaporating meniscus.

Figure 7 shows the schematic of a rotating test section. A cop-
per block 37 mm in diameter and 63 mm long is placed on an
insulating and support disk with four screw attachments to mini-
mize the conduction losses. The top surface of the copper block is
also polished with the 1mm slurry in the final stage of polishing.
The assembly is then mounted on the shaft of an electric motor
whose rotational speed can be closely controlled by supplying
voltage from a digitally regulated power source. The test section is
heated to the desired temperature by adjusting the temperature of
an electric blower that blows hot air over the cylindrical surface of
the copper block. The airflow is shielded from the heater surface
as shown. A simple thermocouple probe is used to measure the
temperature by stopping the rotation and inserting the probe in a
hole made in the copper block. Because of the large mass of the
copper block, the temperature does not change during the mea-
surement. The copper surface is made level and true to the rota-
tional axis so that the distance between the needle and the heater
surface does not change as the motor turns the heater assembly.
The needle is positioned at a certain radial distance from the cen-
ter of rotation. This provides the necessary relative velocity as the

Fig. 3 Identifying various streams in a meniscus moving over
a moving heater surface: „a… fresh water inlet, „b… recirculating
mixed stream, „c… water stream in transient heat conduction
with the heater surface, „d… water stream flowing behind the
receding interface, and „e… evaporating vapor stream

Fig. 4 Liquid circulation inside a moving and evaporating
meniscus†27‡

Fig. 5 Experimental setup

Fig. 6 Stationary test section schematic
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heater surface turns. By adjusting the voltage to the electric motor,
the rotational speed of the heated copper block can be closely
controlled.

The images of the meniscus are obtained using a microscopic
lens attached to two high-speed cameras that are both capable of
recording frame rates of up to 8000 fps. The cameras are mounted
on tripods and are located at an angle of 90 deg apart from each
other. Using two cameras, we can obtain the width and length of
the meniscus. Under stable operating conditions, all water sup-
plied through the needle is evaporated; this provides accurate in-
formation regarding the heat transfer rate from the evaporating
meniscus under various operating conditions.

Experimental Uncertainties
The velocity of the rotating surface, the heater surface tempera-

ture, and the flow rate of water are three major parameters in this
study. The flow rate of water is measured using a precision flow
meter that is calibrated by actual measurement of flow using a
chemical weighing scale over a 5 min period. The accuracy of

flow measurement is within62%. The temperature measurement
is accurate to within60.1°C. The rotational speed is measured by
calibrating the speed versus supply voltage. This is done in the
vision software using the time steps with an indicator located on
the rotating copper block. The error in measuring the distance of
meniscus from the center of rotation is estimated to be 0.5 mm.
The overall error in velocity measurement is estimated to be
63%.

The accuracy of combined advancing contact line angle and
receding contact angle measurement is within61 deg. The error
in measuring the area of meniscus that is in contact with the
heated surface is estimated to be68%. The error in measuring
the heat flux is estimated to be611%.

Results
The advancing and receding contact angles and heat transfer

results for stationary and moving menisci are presented in this
section. For the stationary meniscus, the contact angles are repre-

Fig. 7 Rotating test section schematic Fig. 8 Stationary meniscus at 108°C

Fig. 9 Plot of receding and advancing contact angles versus surface velocity
at 0.016 mLÕmin and surface temperature of 102.5°C
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sentative of the equilibrium contact angle. These are expected to
fall between the advancing and the receding contact angle values.
Figure 8 shows a typical stationary meniscus at 8°C superheat.

In the case of the rotating heater, the moving meniscus presents
dynamic advancing and dynamic receding contact angles. These
are measured from the images obtained with the high-speed cam-
era. These images are transported into PRO-Engineering software
program and then the respective angles are measured.

Figures 9–11 show the plots of the advancing and receding
contact angles as a function of the relative surface velocity. The
water mass flow rate is at a constant value of 0.016 mL/min. The
surface temperatures are 102.5°C, 105.5°C, and 108°C, respec-
tively. The zero velocity point corresponds to the stationary me-
niscus. For the stationary meniscus, the contact angle is found to
be almost independent of the wall superheat.

In Fig. 9 as the surface velocity increases, the advancing and
receding contact angles are found to be almost constant. In Fig. 10
as the surface velocity increases, the receding contact angle re-
mains almost constant in the beginning but then decreases for
higher velocities. In Fig. 11, as the relative surface velocity in-

creases, a larger scatter is seen in the contact angles. The opera-
tion became unstable at this temperature, with occasional menis-
cus breakage. The large scatter in contact angles seen in Fig. 11
are caused by interface instabilities set in by the high evaporation
rate at the higher surface temperature of 108°C.

The surface heat flux under the meniscus area is calculated
from the known water flow rate and the inlet temperature. Heat
transferred in this region goes into heating the water from the inlet
temperature to the saturation temperature of 100°C, and then
evaporating it into steam at atmospheric pressure.

Thusq9 is given by

q95
@ṁhf g1ṁCp~100°C2Tin!#

A
(2)

whereA is the footprint area of the meniscus.
The inlet temperature of waterTin is 20°C. The area for sta-

tionary meniscus ispr 2, and for the moving meniscus, the base
surface area is calculated from the measured length, width, and
shape of the footprint of the meniscus base.

Fig. 10 Plot of receding and advancing contact angles versus surface veloc-
ity at 0.016 mLÕmin and surface temperature of 105.5°C

Fig. 11 Plot of receding and advancing contact angles versus surface veloc-
ity at 0.016 mLÕmin and surface temperature of 108°C
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Figure 12 shows front view of the meniscus on the moving
heated surface. The meniscus base width is measured at the con-
tact line of the meniscus image and its reflection on the polished
copper surface.

The length of the meniscus is obtained from Fig. 13, which
shows the side view. The edge of the meniscus is found to be very
clearly visible at both advancing and receding interfaces and no
thin liquid films are observed. Presence of thin films in the contact

regions is expected to show a change in reflected light from the
copper surface. The top views of the receding interface shows a
sharp and clear edge of the meniscus with no changes in reflec-
tivity of light beyond it on the heater surface.

The meniscus base footprint is approximated as an ellipse with
a major diameter given by its length and a minor diameter given
by the width. The meniscus base area is thus calculated by mea-
suring the length and width of the meniscus.

The heat transfer results are presented in terms of the measured
heat flux as a function of surface velocity. Figures 14 and 15 show
this variation for two different heater surface temperatures. It can
be seen that there is a systematic dependence of heat flux on the
surface velocity and surface temperature. At lower velocities, the
heat flux is relatively insensitive to velocity. However, as the sur-
face velocity increases the heat flux increases almost linearly as
the transient conduction process becomes more efficient. Also, we
note that the amount of scatter in the data increases with an in-
crease in wall superheat, which is believed to be due to interface
instability.

As seen in Figs. 16 and 17, the meniscus length decreases when
the relative surface velocity increases because of increased tran-
sient conduction from the wall and subsequently higher evapora-
tion rates.

Figure 18 shows the images of menisci for a constant surface
temperature of 105.5°C and at a constant water mass flow rate of
0.016 mL/min with varying surface velocities. Note that the thin
film region can be seen at the pointy edge in Figs. 18~a! and
18~b!. This thin film region disappears from Fig. 18~c! to 18~e!.
The present visualization scheme allows for a detection of menis-
cus thickness of 1–2mm.

Comparision with Bubble Dynamics in Pool Boiling
In our experiments, for the relative surface velocity of 0.1 m/s

and with 8°C excess temperature, the experimentally obtained
heat flux value is about 150 kW/m2. The heat flux values taken
from the boiling curve ~e.g., Incropera@28#! for 110°C is
100 kW/m2. Thus, the advancing and receding motion of the me-
niscus provides heat transfer rates that are higher than the nucleate
boiling values.

In the present experimental setup, the advancing and receding
interfaces are exposed to air. Although the high evaporation rate at
the receding interface is not expected to be affected by this, the
presence of air is expected to increase the evaporation rate from
the advancing interface due to the low partial pressure of water
vapor in the air. A mass transfer analysis is performed to estimate

Fig. 12 Front view of moving meniscus

Fig. 13 Side view of moving meniscus

Fig. 14 Variation of heat flux with surface velocity at 0.016 mL Õmin for heater
surface temperature of 102.5°C
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this evaporative heat transfer rate from the advancing interface.
The heat loss from the advancing interface to the air is estimated
to be less than 10% of the total heat transfer rate under the present
experimental conditions. In a pool boiling system, the heat trans-
fer rate from the advancing interface will be lower as the interface
is exposed to saturated steam and not the air. This could be one of
the reasons why the experimental heat transfer rates obtained in
the present work are higher than the pool boiling values. It is
recommended that the surrounding air be replaced by a saturated
vapor environment in future experiments to accurately simulate
the pool boiling conditions.

Another reason for the discrepancy between the heat fluxes for
meniscus and pool boiling system is that the present experimental
system focuses only in the region bounded between the advancing
and receding interfaces. In a boiling system, the actual liquid area
contacting the heater surface would be quite different.

Conclusions

An experimental investigation is conducted to study the char-
acteristics of an evaporating meniscus on a smooth heated surface.
The heat transfer characteristics are also investigated for both sta-
tionary and moving menisci. The study provides an important in-
sight on the role of transient conduction around a nucleating
bubble in pool boiling. The following conclusions are drawn from
the present study.

1. For the stationary meniscus, the contact angle is almost in-
dependent of the wall superheat in the range of parameters inves-
tigated. It is seen to be almost constant at an angle of 26 deg for
deionized water on polished copper surface.

2. In the case of a moving meniscus, as the surface velocity
increases, the receding contact angle is found to vary whereas the

Fig. 15 Variation of heat flux with surface velocity at 0.016 mL Õmin for heater
surface temperature of 105.5°C

Fig. 16 Variation of meniscus length with surface velocity at 0.016 mL Õmin for
heater surface temperature of 102.5°C
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advancing contact angle is found to remain almost constant. How-
ever, at high wall superheat of 108°C the meniscus became un-
stable and considerable scatter was observed in the contact angle
measurements.

3. The heat flux at the meniscus footprint increases with the
relative velocity.

4. The advancing and receding motion of the meniscus pro-
vides heat transfer rates that are higher than the average values
during nucleate boiling.
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Nomenclature

A 5 area, m2

cp 5 specific heat of water at constant pressure, J/kg-°C
hf g 5 latent heat of vaporization, J/kg

k 5 thermal conductivity, W/m-°C
L 5 distance between the advancing and receding fronts

along the heater surface, m
ṁ 5 mass flow rate, kg/s
q9 5 heat flux, W/m2

r 5 radius of stationary meniscus base
Tin 5 water supply temperature, °C

TW,i 5 initial water temperature at the inlet to the transient
conduction region, °C

TS,i 5 initial heater surface temperature at for the transient
conduction, same as the heater block temperature, °C

Tins,S–W5 instantaneous temperature of the interface of two
semi-infinite medium, °C

Subscripts

i 5 initial
ins 5 instantaneous

s 5 solid
w 5 water

Greek Letters

a 5 thermal diffusivity, m2/s
r 5 density, kg/m3

Fig. 17 Variation of meniscus length with surface velocity at 0.016 mL Õmin for
heater surface temperature of 105.5°C

Fig. 18 Meniscus length L for different surface velocities at
0.016 mLÕmin at heater surface temperature of 105.5°C

Journal of Heat Transfer MARCH 2005, Vol. 127 Õ 251

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References
@1# Wayner, Jr., P. C., 1978, ‘‘The Effect of Thin Film Heat Transfer on Meniscus

Profile and Capillary Pressure,’’ AIAA J.,17~7!, pp. 772–776.
@2# Holm, F. W., and Golpen, S. P., 1979, ‘‘Heat Transfer in the Meniscus Thin

Film Transition Region,’’ ASME J. Heat Transfer,101, pp. 543–547.
@3# Swanson, L. W., and Herdt, G. C., 1992, ‘‘Model of the Evaporating Meniscus

in a Capillary Tube,’’ ASME J. Heat Transfer,114~2!, pp. 434–441.
@4# Hallinan, K. P., Chebaro, H. C., Kim, S. J., and Chang, W. S., 1994, ‘‘Evapo-

ration from an Extended Meniscus for Non-isothermal Interfacial Conditions,’’
J. Thermophys. Heat Transfer,8~4!, pp. 709–716.

@5# Khrustalev, D., and Faghri, A., 1996, ‘‘Fluid Flow Effects in Evaporation From
Liquid Vapor Meniscus,’’ ASME J. Heat Transfer,118~3!, pp. 725–731.

@6# Kim, I. Y., and Wayner, Jr., P. C., 1996, ‘‘Shape of an Evaporating Completely
Wetting Extended Meniscus,’’ J. Thermophys. Heat Transfer,10~2!, pp. 320–
326.

@7# DasGupta, S., Schonberg, J. A., and Wayner, P. C., 1993, ‘‘Investigation of an
Evaporating Extended Meniscus Based on the Augmented Young-Laplace
Equation,’’ ASME J. Heat Transfer,115, pp. 201–208.

@8# Derjaguin, B. V., 1940, ‘‘A Theory of Capillary Condensation in the Pores of
Sorbents and Other Capillary Phenomena Taking Into Account the Disjoining
Action of Polymolecular Liquid Films,’’ Acta Physicochim. URSS,12~1!, pp.
181–200.

@9# Derjaguin, B. V., Nerpin, S. V., and Churaev, N. V., 1965, ‘‘Effect of Film
Transfer Upon Evaporating Liquids From Capillaries,’’ RILEM Bull,29~1!,
pp. 93–98.

@10# Lay, J. H., and Dhir, V. K., 1995, ‘‘Shape of a Vapor Stem During Nucleate
Boiling of Saturated Liquids,’’ ASME J. Heat Transfer,117, pp. 394–401.

@11# Nikolayev, V. S., and Beysens, D. A., 1999, ‘‘Boiling Crisis and Non-
equilibrium Drying Transitions,’’ Europhys. Lett.,47~3!, pp. 345–351.

@12# Pierret, R. F., 1996,Semiconductor Device Fundamentals, Solutions Manual,
Addison-Wesley, Reading, MA, pp. 6.12

@13# Potash, Jr., M., and Wayner, Jr., P. C., 1972, ‘‘Evaporation From a Two-
Dimensional Extended Meniscus,’’ Int. J. Heat Mass Transfer,15, pp. 1851–
1863.

@14# Schonberg, J. A., 1995, ‘‘An Augmented Young-Laplace Model of an Evapo-
rating Meniscus in a Microchannel With High Heat Flux,’’Experimental Ther-
mal and Fluid Science 1995, Elsevier Science, New York, pp. 163–170.

@15# Sefiane, K., Benielli, D., and Steinchen, A., 1998, ‘‘A New Mechanism for
Pool Boiling Crisis, Recoil Instability, and Contact Angle Influence,’’ Colloids
Surf., A, 142, pp. 361–373.

@16# Shoji, M., Mori, Y. H., and Maruyama, S., 1999, Representation of Solid-
Liquid-Vapor Phase Interactions,Handbook of Phase Change-Boiling and
Condensation, S. G. Kandlikar, M. Shoji, and V. K. Dhir, eds. Taylor and
Francis, Philadelphia, Chap. 6, Sec. 2.2.6.

@17# Son, G., Dhir, V. K., and Ramanajapu, N., 1999, ‘‘Dynamics and Heat Transfer
Associated With a Single Bubble During Nucleate Boiling on a Horizontal
Surface,’’ ASME J. Heat Transfer,121, pp. 623–631.

@18# Sujanani, M., Wayner, Jr., P. C., 1992, ‘‘Transport Processes And Interfacial
Phenomena in an Evaporating Meniscus,’’ Chem. Eng. Commun.,118, pp. 89.

@19# Wayner, Jr., P. C., 1991, ‘‘The Effect of Interfacial Mass Transport in Thin
Liquid Films,’’ Colloids Surf.,52, pp. 71–84.

@20# Wayner, P. C., Jr., 1992, ‘‘Evaporation and Stress in the Contact Line Region,’’
Proc. Conference on Pool and External Flow Boiling, Santa Barabra, V. K.
Dhir, and A. E. Bergles, eds., Engineering Foundation, New York, pp. 251–
256.

@21# Wayner, Jr., P. C., 1994, ‘‘Thermal and Mechanical Effects in the Spreading of
a Liquid Film Due to a Change in the Apparent Finite Contact Angle,’’ ASME
J. Heat Transfer,116, pp. 938–945.

@22# Wayner, P. C., Jr., DasGupta, S., and Schonberg, J. F., 1991, ‘‘Effect of Inter-
facial Forces on Evaporating Heat Transfer in a Meniscus,’’ Technical Report
WL-TR-91, Wright-Patterson AFB, Ohio.

@23# Wayner, Jr., P. C., Kao, Y. K., and Lacroix, L. V., 1976, ‘‘The Interline Heat
Transfer Coefficient of an Evaporating Wetting Film,’’ Int. J. Heat Mass Trans-
fer, 19~2!, pp. 487–492.

@24# Kandlikar, S. G., and Kuan, W. K., 2003, ‘‘Circular Evaporating Meniscus: A
New Way to Study Heat Transfer Mechanism During Nucleate Boiling,’’ 5th
International Conference on Boiling Heat Transfer 2003, Jamaica, May 4–8.

@25# Kandlikar, S. G., and Kuan, W. K., 2003, ‘‘Heat Transfer From a Moving and
Evaporating Meniscus on a Heated Surface,’’ ASME Summer Heat Transfer
Conference 2003, Las Vegas, July 20–23.

@26# Schneider, P. J., 1955,Conduction Heat Transfer, Addison-Wesley, Reading,
MA.

@27# Mukherjee, A., and Kandlikar, S. G., 2004, ‘‘Numerical Study of an Evaporat-
ing Meniscus on a Moving Heated Surface,’’ ASME Summer Heat Transfer
Conference 2004, Charlotte NC, July 11–15, HT-FED2004-56678.

@28# Incropera, F. P., and DeWitt, D. P., 2002,Pool Boiling, Fundamentals of Heat
and Mass Transfer, John Wiley and Sons, Inc., New York, Chap. 10, Sec.
10.3.2.

252 Õ Vol. 127, MARCH 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J. Y. Tu
School of Aerospace, Mechanical, and

Manufacturing Engineering,
RMIT University,

Vic. 3083, Australia

G. H. Yeoh
e-mail: Guan.Yeoh@ansto.gov.au

Australian Nuclear Science and Technology
Organization (ANSTO),

PMB 1, Menai, NSW 2234, Australia

G.-C. Park

M.-O. Kim

Department of Nuclear Engineering,
Seoul National University,

San 56-1 Sinlim-dong, Gwanak-gu,
Seoul 151-742, Korea

On Population Balance Approach
for Subcooled Boiling Flow
Prediction
The capability of using the population balance approach combined with a three-
dimensional two-fluid model for predicting subcooled boiling flow is investigated. Experi-
ments were conducted to study the local flow characteristics of subcooled boiling flow and
to provide measured local two-phase flow parameters. Calculations were performed using
the newly developed population balance boiling model to study the effects of various
factors on numerical predication of local two-phase flow parameters in the subcooled
boiling regime. Comparison of model predictions against local measurements was made
for the radial distribution of the bubble Sauter diameter and void fraction covering a
range of different mass and heat fluxes and inlet subcooling temperatures. Additional
comparison using recent active nucleation site density models and empirical relationships
to determine the local bubble diameter adopted by other researchers was also investi-
gated. Overall, good agreement was achieved between predictions and measurements
using the newly formulated population balance approach based on the modified MUSIG
(multiple-size-group) model for subcooled boiling and two-fluid model.
@DOI: 10.1115/1.1857952#

1 Introduction
Application of the population balance approach toward better

describing and understanding complex industrial flow systems has
received unprecedented attention and acceptance. Ramkrisha and
Mahoney@1#, in their review of population balance models, have
highlighted a promising future adopting such an approach toward
handling two-phase flow systems. Lately, mounting interest on
population balances has resulted in a number of significant devel-
opments, especially toward modeling bubbly flows. Several stud-
ies that were conducted using the computational fluid dynamics
~CFD! models with population balances have been reported in
Krishna et al.@2#, Shimizu et al.@3#, Pohorecki et al.@4#, and
Olmos et al.@5#. The use of CFD and population balance models
has been shown to expedite a more in-depth understanding of
different flow regimes and further enhance the description of the
bubble characteristics in the column volume for design, especially
with the consideration of bubble coalescence and breakup mecha-
nisms in the model simulations.

Although considerable efforts have been invested to develop
more sophisticated models for bubble migration, attention of the
transport processes is still very much focused on isothermal bub-
bly flow problems. Hence, there is an increasing need for further
development toward a more robust mathematical model capable
of handling complex phenomena associated with hydrodynamics,
heat and mass transfer, and bubble coalescence and breakup. Sub-
cooled boiling flow belongs to a specific category of bubbly flows
where it embraces all the complex dynamic interaction of the
aforementioned phenomena. Through fundamental experiments,
an accurate knowledge of distributions of the local two-phase flow
parameters can be obtained, which are crucial to the eventual
understanding and modeling of interfacial transfer terms required
for a mechanistic multidimensional analysis of a two-phase field.
The majority of the fundamental experimental studies focused pri-
marily on adiabatic two-phase flows@6–13#. Moreover, data mea-
sured from these experiments concerned only on the overall ef-
fects of the two-phase flow field domain instead of local behavior
that would allow a more fundamental development of the mecha-
nistic models for the bubble interaction with the fluid. Extensive

local measurements are still very much in short supply, and there
is an urgent need for a wide range of heat fluxes and flow condi-
tions for subcooled boiling flows.

In our comprehensive investigation on axial void fraction dis-
tribution in channels, we achieved good agreement of the boiling
flow model against a wide range of experimental data@14,15#.
Improvements made to the boiling flow model include modifica-
tions to interphase heat transfer, mean bubble diameter in the bulk
liquid and wall heat partition model. Further investigations in
Yeoh et al.@16# for local radial measurements of a low-pressure
subcooled boiling annular channel flow revealed significant weak-
ness of the model, predominantly in the radial prediction of the
bubble Sauter diameter and the liquid and vapor velocities. Em-
pirical correlation applied for our axial comparison exercise that
determines the bubble size in the bulk subcooled liquid was de-
rived to only predict the macroscopic consideration of the boiling
phenomenon. It is therefore not surprising that numerical models
that employed this sort of relationship were unable to adequately
represent the important complex mechanistic behaviors of bubble
coalescence and condensation~microscopic in nature! as observed
through experiments. The absence of the bubble mechanistic be-
havior, such as bubble coalescence clearly observed during ex-
periments in the vicinity of the heated wall and the condensation
on the unheated flow region, significantly compromised the model
predictions especially the bubble Sauter diameter distribution. In
the commonly used two-fluid CFD model for multiphase flow
applications, the phase interaction terms appear in the field equa-
tions, which represent the contribution of the mass, momentum,
and energy transfers through the interface between the phases. As
the bubble Sauter diameter appears in the interfacial terms be-
tween the liquid and gas phases, an accurate determination of the
bubble Sauter diameter is important as the bubble size signifi-
cantly influences the interphase momentum, such as the drag
force and heat and mass transfer through the interfacial area con-
centrations.

Because of the considerable success of employing population
balances, especially the feasibility to accurately account the merg-
ing and fragmentation characteristics of bubbles in adiabatic bub-
bly flow systems, the approach presents great potential toward
modeling and prediction of nonuniform bubble size distribution in
subcooled boiling flows. Such capability does not exist in the
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current state of the art. An investigation on the capability of using
the population balance approach for subcooled boiling flows was
conducted. The aim is to develop a better understanding of the
complex phenomena associated with hydrodynamics, heat and
mass transfer, and bubble coalescence and condensation in sub-
cooled boiling flow as observed through experimental observa-
tions. Numerical simulations using the population balance ap-
proach based on the MUSIG~multiple-size-group! model coupled
with the two-fluid CFD boiling model in the generic computer
code CFX4.4 are also conducted. This new MUSIG boiling model
is evaluated through comparisons against experimental measure-
ments of local two-phase quantities.

2 Numerical Formulation

2.1 Flow Equations. The two-fluid model, treating both the
vapor and liquid phases as continua, solves two sets of conserva-
tion equations governing mass, momentum, and energy, which are
written for each phase as

Continuity Equation of Liquid Phase
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Continuity Equation of Vapor Phase
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Momentum Equation of Liquid and Vapor Phases
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Energy Equation of Liquid and Vapor Phases
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In Eq. ~1!, G lg represents the mass transfer rate due to condensa-
tion in the bulk subcooled liquid, which is expressed by

G lg5
hai f ~Tsat2Tl !

hf g
(5)

whereh is the interphase heat transfer coefficient andai f is the
interfacial area per unit volume. The heat transfer coefficient has
been determined from Ranz and Marshall@17#, Nusselt number
correlation. The wall vapor generation rate is modeled in a mecha-
nistic way, derived by considering the total mass of bubbles de-
taching from the heated surface as

Ggl5
Qe

hf g1CplTsub
(6)

whereQe is the heat transfer due to evaporation. This wall nucle-
ation rate is accounted in Eq.~6! as a specified boundary condition
apportioned to the discrete bubble class or classes based on the

size of the bubble departure criteria on the heated surface. On the
right-hand side of Eq.~2!, Si represents the additional source
terms due to coalescence and breakup based on the formulation,
which are described in Section 2.2. The termf iG lg represents the
mass transfer due to condensation redistributed for each of the
discrete bubble classes. The gas void fraction, along with the sca-
lar fraction f i , is related to the number density of the discrete
bubble ith classni ~similarly to the jth classnj ) as agf i5niv i .
The size distribution of the dispersed phase is therefore defined by
the scalar fractionf i . The formulation of the population balance
equation for each of the discrete bubble classesni is provided in
Section 2.2. Interphase transfer terms in the momentum and en-
ergy equations (Gk j and Fk j) denote the transfer terms from phase
j to phasek. The mass transferG lg is already given in Eq.~5!
while the total interfacial force Flg considered in the present study
includes the effects of

Flg5Flg
drag1Flg

l i f t 1Flg
lubrication1Flg

dispersion (7)

The terms on the right-hand side of Eq.~7! are the drag force, lift
force, wall lubrication force, and turbulent dispersion force, re-
spectively. Detail descriptions of these forces can be found in
Anglart and Nylund@18#and Lahey and Drew@19#and will not be
repeated here.

A two-equationk-« turbulence model is employed for the con-
tinuous liquid and dispersed vapor phases. The effective viscosity
in the momentum and energy equations is taken as the sum of the
molecular viscosity and turbulent viscosity. The turbulent viscos-
ity is considered as the total of the shear-induced turbulent viscos-
ity and Sato’s bubble-induced turbulent viscosity@20#.

Experimental and theoretical investigations for low-pressure
subcooled boiling flow by Judd and Hwang@21# suggest that the
wall heat flux Qw can be divided into three components: heat
transferred by conduction to the superheated layer next to the wall
~nucleate boiling or surface quenching! Qq , heat transferred by
evaporation or vapor generationQe , and heat transferred by tur-
bulent convectionQc . The nucleate-boiling or surface-quenching
heat flux is determined through the relationship

Qq5F 2

Ap
Aklr lCplAf GAq~Tw2Tl ! (8)

whereTw is the wall temperature andf is the bubble generation
frequency.Aq , the fraction of wall area subjected to cooling by
quenching, is calculated fromAq5N9(pdbw

2 /4). The heat flux due
to vapor generation at the wall in the nucleate boiling region can
be calculated from

Qe5N9 f S p

6
dbw

3 D rghf g (9)

The heat flux according to the definition of local Stanton number
St for turbulent convection is

Qc5Str lCplul~Tw2Tl !~12Aq! (10)

It is noted thatul is the local tangential liquid velocity adjacent to
the heated surface. More details of the model can be found in Tu
and Yeoh@14# and will not be repeated here.

The local bubble Sauter diameter based on the calculated values
of the scalar fractionf i and discrete bubble sizesdi can be de-
duced from

Ds5
1

(
i

f i

di

(11)

2.2 Bubble Population Balance Model. The implementa-
tion of population balance equations originally developed by Lo
@22# for the generic computer code CFX4.4 is reformulated to
account for wall nucleation and condensation in the subcooled
boiling flow regime. To account for the nonuniform bubble size
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distribution, in this present study, bubbles ranging from 0 mm to
9.5 mm dia are equally divided into 15 classes~see Table 1!.
Instead of considering 16 different complete phases, it is assumed
that each bubble class travels at the same mean algebraic velocity
to reduce the computational time. This therefore results in 15 con-
tinuity equations for the gas phase coupled with a single continu-
ity equation for the liquid phase.

The coalescence of two bubbles is assumed to occur in three
stages. The first stage involves the bubbles colliding, thereby trap-
ping a small amount of liquid between them. This liquid film then
drains until it reaches a critical thickness, and the last stage fea-
tures the rupturing of the liquid film subsequently causing the
bubbles to coalesce. The collisions between bubbles may be
caused by turbulence, buoyancy, and laminar shear. Only the first
cause of collision~turbulence!is considered in the present model.
Indeed collisions caused by buoyancy cannot be accounted for
here because all the bubbles from each class have been assumed
to travel at the same speed. Moreover, calculations showed that
laminar shear collisions are negligible because of the low super-
ficial gas velocities considered in this investigation. The coales-
cence rate considering turbulent collision taken from Prince and
Blanch @23# can be expressed as

x5u i j expS 2
t i j

t i j
D (12)

where t i j is the contact time for two bubbles given by
(di j /2)2/3/«1/3 and t i j is the time required for two bubbles to coa-
lesce having diameterdi anddj , which has been estimated to be
@di j /2)3r l /16s] 1/2 ln(h0 /hf). The equivalent diameterdi j is calcu-
lated as suggested by Chesters and Hoffman@24#: di j 5(2/di

12/dj )
21. According to Prince and Blanch@23#, for air-water

systems,h0 , the initial film thickness, andhf , the critical film
thickness at which rupture occurs, are assumed to be 131024 m
and 131028 m, respectively. The turbulent collision rateu i j for
two bubbles of diameterdi anddj is given by

u i j 5
p

4
~di1dj !

2~uti
21ut j

2 ! (13)

The turbulent velocityut in the inertial subrange of isotropic tur-
bulence@25# is

ut51.4«1/3d1/3 (14)

The breakup of bubbles in turbulent dispersions employs the
model developed by Luo and Svendsen@26#. Binary breakup of
the bubbles is assumed, and the model is based on the theories of
isotropic turbulence. For binary breakage, a dimensionless vari-
able describing the sizes of daughter drops or bubbles~the break-
age volume fraction! can be defined as

f BV5
v i

v
5

di
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5

di
3
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3
(15)

wheredi anddj are diameters~corresponding tov i andv j ) of the
daughter particles in the binary breakage of a parent particle with
diameterd ~corresponding to volumev). The value interval of the
breakage volume fraction is between 0 and 1. The breakup rate of
bubbles of volumev j into volume sizes ofv i(5v f BV) can be
obtained as
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wherej5l/dj is the size ratio between an eddy and a particle in
the inertial subrange and, consequently,jmin5lmin /dj . The con-
stantsb and C are determined, respectively, from fundamental
consideration of drops or bubbles breakage in turbulent dispersion
systems. The measuredb value of 2.0, according to Kuboi et al.
@27,28#, is used while the constantC calculated fromC8pb1/2/4
with C8 approximately evaluated by 15/2(2p)2/3G(1/3)'0.83 in
Luo and Svendsen@26# and employing the measuredb value ar-
rives at a value of 0.923. The increase coefficient of surface area
cf is given by

cf5@ f BV
2/31~12 f BV!2/321# (17)

The integration in Eq.~16! is numerically determined and ap-
proximated by Simpson’s rule.

The general form for the population balance equation is
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1¹~ ūgni !5(

j 51

4

Rj1Rph (18)

where ( j 51
4 Rj represents the net change in the number density

distribution due to coalescence and breakup processes. This inter-
action term ( j 51

4 Rj (5PC1PB2DC2DB) contains the source
rates ofPC , PB , DC , andDB , which are, respectively, the pro-
duction rates and the death rate due to coalescence and breakup of
bubbles formulated as
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The termRph in Eq. ~15! denotes the source rate due to phase
change. For general boiling systems,Rph represents the bubble
nucleation in the bulk liquid due to the homogeneous and hetero-
geneous nucleation and the collapse rate due to condensation for
the subcooled boiling flow. For the present investigation, only the
latter is appropriately considered because of the attention on sub-
cooled boiling flow. The source rate can be formulated as

Rph52
1

rgag
Fhai f ~Tsat2Tl !

hf g
Gni (20)

The heated wall nucleation rate is not included inRph and has
been specified as a boundary condition as described in Section
2.1.

2.3 Numerical Details. Solution to the two sets of govern-
ing equations for the balance of mass, momentum, and energy of
each phase was sought. The conservation equations were dis-
cretized using the control volume technique. The discrete bubble
sizes prescribed in the dispersed phase were further tracked by
solving an additional set of 15 transport equations, which were
progressively coupled with the flow equations during the simula-

Table 1 Diameter of each discrete bubble class
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tions. The velocity-pressure linkage was handled through the
SIMPLE procedure. The discretized equations were solved using
Stone’s Strongly Implicit Procedure@29#. Since the wall heat flux
was applied uniformly throughout the inner wall of and taking
advantage of the annular geometrical shape, only a quarter of it
was considered as the domain for simulation. A body-fitted con-
formal system was employed to generate the three-dimensional
mesh within the annular channel, resulting in a total of 13
~radial!330~height!33~circumference!control volumes. Grid in-
dependence was examined. In the mean parameters considered,
further grid refinement did not reveal significant changes to the
two-phase flow parameters. Convergence was achieved within

1500 iterations when the mass residual dropped below 131027.
Global execution time on the Silicon Graphics machine was about
30 min.

3 Experimental Details

3.1 Test Rig. A schematic of the experimental rig is shown
in Fig. 1. The test loop consists mainly of the test channel, water
storage tank, circulating pump, preheater, and water purification
unit. The test channel contains a heated section where the sub-
cooled boiling flow occurs. The test channel is a 2.376 m long
vertical concentric annulus with a heated inner tube. The inner

Fig. 1 Schematic drawing: „a… experimental setup details and „b… test channel
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tube of 19 mm in outer diameter is composed of a heated section
and two unheated sections. The heated section is a 1.67 m long
Inconel 625 tube with a 1.5 mm wall thickness, and it is filled
with magnesium oxide powder insulation. The rod is uniformly
heated by a DC power supply of 54 kW. The outer wall is com-
prised of two stainless steel tubes~with an inner diameter of 37.5
mm!, which are connected by a transparent glass tube so that
visual observations and photographs are made possible. The trans-
parent glass tube is 50 mm long and is installed just below the
measuring plane. It is noted that the curvature of circular tube may
distort the images of the high-speed camera. However, depending
on the purpose of experiment on the parameter to be measured,
the images of the high-speed camera were utilized only to trace
the presence of bubbles along the axial direction qualitatively, not
quantitatively. Moreover, bubbles have been found to be suffi-
ciently small~2;4 mm! compared to the flow path~8 mm! to be
distorted. The measuring plane is located 1.61 m downstream of
the beginning of the heated section. Demineralized water was
used as the working fluid.

3.2 Experimental Conditions. Experiments were carried
out at different levels of mass flux, heat flux, and inlet subcooling.
The tested range of the parameters were 476;1061 kg/m2 s for
mass flux, 11.5;21.3°C for inlet subcooling temperatures, and
114.8;320.4 kW/m2 for heat flux. The inlet flow rate was regu-
lated by flow control valve, whereas the inlet subcooling tempera-
ture was controlled via the preheater. The heat flux was controlled
by the DC power supply. The water temperatures at the test chan-
nel inlet and exit were measured using the calibrated platinum
resistance temperature detectors within60.2°C, and the pressures
at inlet and measuring plane were measured by absolute pressure
transducers with the estimated error of60.001 MPa. The errors in
mass flux, inlet subcooling temperatures, and heat flux measure-
ments were estimated to be within61.8%,62.5%, and61.7% of
the rated values, respectively. The system pressure was main-
tained at 1 bar to 2 bars and was not controlled, but was deter-
mined by the net volume expansion balanced by the bubble gen-
eration rate in the test channel and ventilation rate in the storage
tank.

3.3 Local Measurements. Local void fraction and vapor
velocity distributions were measured by the two-conductivity
probe method. The two-conductivity probe in this study consisted
of two sensors that were made of Teflon-coated stainless steel
wire with a diameter of 0.076 mm. The two sensors were adjusted
for a distance of 1.6 mm in the lengthwise direction and were
aligned in the channel axial direction. The local liquid velocity
was measured via the Pitot tube. The liquid velocity can be ob-
tained by measuring the pressure differenceDP between the stag-
nation pressure and static pressure at the tube. In two-phase flow,
the velocity reduction model is needed to calculate local liquid
velocity from the measuredDP. In this study, the following
model suggested by Reimann et al.@30# was applied

Vl5
1

A~12ag/2!
A2DP

Kr l
(21)

wherer l is liquid density andK is momentum transfer factor. The
measurement ofK is required for the local measurement in the
low-velocity region because the drag force at the Pitot tube tip can

change rapidly with the liquid velocity. This factor was deter-
mined in the pretest of single-phase liquid flow. In order to check
the applicability of the Pitot tube method to the present boiling
experiments, the global continuity check was carried out by com-
paring the inlet mass flow rate and the mass flow rate at measuring
plane. Since the contribution of vapor mass flow rate to total mass
flow rate at measuring plane is negligibly small compared to the
liquid mass flow rate, the mass balance calculation can be a
method for confirming the applicability of Pitot tube method in
the average sense. The mean deviation between mass flow rates at
inlet and those at measuring plane was found to be63.2%. How-
ever, the uncertainty of the bubble Sauter diameter values, applied
equally to the interfacial area concentration, was difficult to ascer-
tain and will, at present, be estimated to be lower than 27%.
Experimental conditions that have been used for comparison with
the simulated results are presented in Table 2.

4 Results and Discussion

4.1 Phenomenological Observation During Experiments.
During the experiments, observations made through high-speed
photography~see Fig. 2!revealed the presence of large bubbles
away from the heated wall. In Fig. 2, the bottom vapor bubble at
upstream was seen sliding along the heated surface until it was
impeded by the downstream bubble. Experiments by Bonjour and
Lallemand@31# and Prodanovic et al.@32# have clearly indicated
the presence of bubbles sliding shortly after being detached from
the heated surface cervices before lifting into the liquid core.

Table 2 Experimental conditions for C1, C2, C3, and C4 used for validating the two-fluid and
population balance models

Fig. 2 Experimental observations: „a… bubble sliding along the
heated wall and colliding with downstream bubble and „b… sig-
nificant bubble coalescence of the bubble mushroom region as
observed near the heated wall of an annular channel
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These upstream bubbles traveling closely to the heated wall have
the tendency of significantly colliding with any detached bubbles
downstream and, subsequently, forming bigger bubbles due to the
bubbles merging together. Away from the heated wall, the suppo-
sition of larger bubbles being present due to bubble coalescence
was evidenced in Fig. 3. Focusing on the local bubble mushroom
region as depicted in Fig. 3 and tracking its development through
time, the region could be seen increasing in size along the heated
wall downstream, confirming the significant merging intensity of
the bubbles. Nevertheless, further away from the heated wall and
in the proximity of the unheated wall of the annulus, there were
relatively very few bubbles being present and traveling in the
subcooled boiling flow as demonstrated in Fig. 2. Here, the con-
densation phenomenon dominated and the bubbles gradually de-
creased in size due to the increased condensation as they migrated
toward the opposite end of the unheated wall of the annular chan-
nel. This supposition of the phenomenon predominant in sub-
cooled boiling flows has been further confirmed by experimental
observations of Gopinath et al.@33#, which illustrated a bubble
gradually being condensed in a subcooled liquid away from the
heated surface.

4.2 Local Bubble Distribution at the Measuring Plane.
The radial profiles of the bubble Sauter diameter for experimental
conditions C1, C2, C3, and C4 located at 1.61 m downstream of
the beginning of the heated section are predicted through the two-
fluid and MUSIG boiling models. In all the figures presented
henceforth, the dimensionless parameter (r 2Ri)/(Ro2Ri)51 in-
dicates the inner surface of the unheated flow channel wall while
(r 2Ri)/(Ro2Ri)50 indicates the surface of the heating rod in
the annular channel.

In subcooled boiling flow, bubbles that form at cavities on the
heated surface are known as nucleation sites. In Eq.~9!, the heat

transfer due to evaporationQe is expressed as a function of the
active nucleation site densityN9. The bubble departure in Eq.~9!
was determined through the modified Fritz expression, which can
be found in Kocamustafaogullari and Ishii@34#. The relationship
is essentially a balance between the buoyancy and surface tension
forces. The contact angleu was assumed to be 65 deg for the
current study. Realizing the significance of the active nucleation
site density as an important parameter in the continuity equation
of the gas phase, some recent correlations for predicting active
nucleation site density were investigated.

Three relationships of the active nucleation site density from
Kocamustafaogullari and Ishii@34#, Basu et al.@35# and Hibiki
and Ishii @36# were employed to determine their capability to ac-
curately predict the local radial bubble Sauter distribution. Koca-
mustafaogullari and Ishii correlated existing active nucleation site
density data by means of parametric study. They have assumed
that the active nucleation site density in pool boiling by both
surface conditions and thermophysical properties of the fluid.
They also postulated that the active nucleation site density devel-
oped for pool boiling could be used in a forced convective system
by the use of an effective superheat rather than the actual wall
superheat. The active nucleation site densityN9 is expressed as

N95
1

dbw
2 F S 2sTsat

DTeffrghf g
D Y ~0.5* dbw!G24.4

f ~r* ! (22)

wherer* 5Dr/rg and the functionf (r* ) is a known function of
a density ratio described byf (r* )52.15731027r* 23.2(1
10.0049r* )4.13 andDTeff is the effective wall superheat, which is
given byDTeff5SDTw ; S is the suppression factor. Basu et al.@35#

Fig. 3 Comparison of local mean radial profiles of bubble Sauter diameter between predictions of recent active nucleation
stie density models and measurements: „a… C1, „b… C2, „c… C3, and „d… C4
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proposed an alternative empirical correlation that included the ef-
fect of contact angleu on the active nucleation site density, which
is given by

N950.343104~12cosu!DTw
2.0 DTONB,DTw,15 K

N953.431021~12cosu!DTw
5.3 15 K<DTw (23)

Very recently, Hibiki and Ishii@36# modeled the active nucleation
site density relationship mechanistically by knowledge of the size
and cone angle distributions of cavities. In accordance with the
Basu et al.@35# correlation, they have also formulated the nucle-
ation site density as a function of contact angle. The correlation is
given by

Fig. 4 Comparison of active nucleation site density models: Kocamustafaog-
ullari and Ishii †34‡, Basu et al. †35‡, and Hibiki and Ishii †36‡

Fig. 5 Comparison of local mean radial profiles of bubble Sauter diameter between predictions of empirical bubble diameter
relationships and measurements: „a… C1, „b… C2, „c… C3, and „d… C4
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N954.723105F12expS 2
u2

4.17D G H expF2.5

31026f ~r1!
DTwrghf g

2sTsat
G21J (24)

where r15 log10(Dr/rg) and the functionf (r1) is a function

described by f (r1)520.0106410.48246r120.22712r12

10.05468r13
.

Figure 3 presents the predicted bubble Sauter distributions em-
ploying the three correlations above against the locally measured
bubble Sauter diameters for all four experimental conditions. Ex-
perimental photographs~see Fig. 2!clearly showed large bubble
sizes being present away from the heated wall but not at the
heated wall; this trend has been correctly modeled and predicted
by the population balance model. In all four cases, the maximum
predicted bubble Sauter diameters for C1, C2, C3, and C4 were
obtained at about 3.8, 3.2, 4.3, and 3.9 mm, respectively, whereas
the experimental maximum bubble sizes for C1, C2, C3, and C4
were measured at about 4.0, 4.1, 4.5, and 4.6 mm, respectively.
Significant discrepancy of the bubble sizes between predictions
and measurements could be found particularly for cases C2 and
C4. It appeared that the predicted maximum bubble Sauter diam-
eters for these two cases occurred much closer to the heated wall
than the measurements. This could be possibly due to the static

bubble departure relationship employed in the simulations where
the contact angle was taken to be constant. In reality during the
experiments, the contact angle continuously evolved in the sub-
cooled boiling flow from the point of inception until point of
departure.

In order to obtain the appropriate bubble nucleation rates for the
evaluation of the heat transfer due to evaporationQe for Eq. ~9!,
good agreement was achieved employing the active nucleation
site density relationships of Basu et al.@35# and Hibiki and Ishii
@36# instead of Kocamustafaogullari and Ishii@34# correlation. It
was seen that the Kocamustafaogullari and Ishii model consis-
tently predicted lower bubble Sauter diameter distributions. This
could be explained by the relationship between the active nucle-
ation site density and the wall superheat as illustrated in Fig. 4. In
all the cases studied, the wall superheat was evaluated between 5
and 10 K. The empirically derived correlation of Kocamustafaog-
ullari and Ishii @34# yielded much smaller active nucleation site
densities at these wall superheats than those of the Basu et al.@35#
and Hibiki and Ishii @36# models, which, therefore, resulted in
lower bubble nucleation rates at the heated surface and smaller
bubbles in the bulk liquid. Since it has been demonstrated that
there was no significant appreciable differences between the Basu
et al. @35# and Hibiki and Ishii @36# model results, the active
nucleation site density correlation of Basu et al. was used to gen-
erate the rest of the predictions in the results presented henceforth.

Fig. 6 Radial contributions of the production rates of PC and PB and death
rates of DC and DB as well as the condensation rate Rph of population
balance equation for bubble class 6: „a… C1 and „b… C4
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Figure 5 further demonstrates the boiling model predictions
against local measurements determined through empirical rela-
tionships formulated for low-pressure subcooled boiling flow.
Here, the correlation developed by Zeitoun and Shoukri@37# was
adopted where they have correlated against measured data with

Ds

As/gDr
5

0.0683~r l /rg!1.326

Re0.324S Ja1
149.2~r l /rg!1.326

Bo0.487Re1.6 D (25)

whereDs is the mean Sauter diameter. The nondimensional pa-
rameters in Eq.~25! are defined as follows: Re is the flow Rey-
nolds number;Bo is the boiling number; and Ja is the Jakob
number. Comparison was also made with computational results
determined through the empirical relationship of Anglart and Ny-
lund @18# to determine the local bubble diameter. They have pro-
posed to estimate the interfacial transfer terms through a bubble
diameter relationship assuming a linear dependence with local liq-
uid subcoolings, which can be expressed by

d5
d1~usub2u0!1d0~u12usub!

u12u0
(26)

This relationship is still currently being used and applied in many
boiling studies through the CFX4.4 code. Application of this cor-
relation for subcooled boiling flow at low pressures has recently

been reported in the numerical investigations of Lee et al.@38#.
Reference diameters ofd0 and d1 in Eq. ~26!, corresponding to
the reference subcooling temperatures atu0 and u1 , are usually
not known a priori. Calculations based on different reference di-
ameters have been investigated in the present study. We have as-
sumed for the first case—‘‘Linear1’’—the local bubble diameters
were evaluated betweend051.531024 m andd154.031023 m
while for the second case—‘‘Linear2’’—they are determined be-
tweend051.531024 m andd157.031023 m, respectively. We
further assumed that both of the reference diameters corresponded
to identical reference subcooling temperatures ofu0513.0 K and
u1525 K.

The local radially predicted bubble diameter distributions deter-
mined through the empirical relationships were not consistent
with those measured during the experiments. It should be noted
that these empirical relationships have been correlated based on
area-averaged experimental data. The deficiency of the correla-
tions due to the absence of the mechanistic behavior of bubble
coalescence and collapse due to condensation observed through
experiments significantly compromised the model predictions.
Evidently, the bubble size determination in the bulk liquid core
was not strictly dependent on only local subcooling temperatures.
It is clearly demonstrated in Fig. 5 that extending the use of the
empirical bubble diameter correlations to predict local bubble
sizes is invalid.

Fig. 7 Axial distribution of the bubble Sauter diameter—near the heated
wall, middle and near the unheated wall—of the annular channel: „a… C1 and
„b… C4
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4.3 Phenomenological Understanding of Source and Sink
Rates in the Population Balance Equation Toward Modeling
Subcooled Boiling Flow. In this section, a phenomenological
understanding of the production, death, and condensation rates
contributing toward the merging and fragmentation of bubbles in
the bulk subcooled boiling flow through the population balance
model is instigated. It was aforementioned that the nonuniform
bubble size distribution has been accounted by equally dividing
the bubble sizes into 15 classes ranging from 0 mm to 9.5 mm
diam ~see Table 1!. For the purpose of illustration in order to gain
some important insight into the relative contributions of the
source and sink rates, we focused on bubble class 6~diameter
'3.5 mm!at experimental conditions of C1 and C4.

Figure 6 details the contributions of the production rates ofPC
andPB and death rates ofDC andDB as well as the condensation
rateRph . The dominant rate near the heated wall was the produc-
tion rate due to coalescence. An important contribution through
the death rate due to coalescence is also noted. The significance of
the former indicated a source due to the merging of smaller
bubbles forming bigger bubbles. Nevertheless, the latter indicated
a source contribution due to the breakage of larger bubbles. The
dominant coalescence rates found near the heated wall corre-
sponded to the proper modeling of the physical bubble mecha-
nisms that have been observed in experiments~see Fig. 2!. The
condensation rate residing away from the heated wall correctly
modeled the condensation phenomenon as also observed through
the experimental photographs and confirmed through the observa-

tions of Gopinath et al.@33#. Nevertheless, further away from the
heated surface, with the condensation rate significantly higher
than the net rate and the phenomenon dominating between (r
2Ri)/(Ro2Ri)50.2 and (r 2Ri)/(Ro2Ri)50.5, the model pre-
dicted the gradual fragmentation of bubbles as they migrated to-
ward the unheated wall. Within this region it has been demon-
strated in Fig. 5 that the predicted bubble Sauter diameter sizes
were found to be lower than the measured bubble sizes. This was
due to the condensation rate predicted through the Ranz and Mar-
shall Nusselt number correlation@17# Gopinath et al.@33# has
demonstrated that the original form of the Ranz and Marshall
Nusselt number correlation has a tendency to underpredict the
condensation Nusselt number. This underprediction could be ex-
plained by the fact that the thermal layer around the bubble thick-
ens as the bubble shrinks in size. The net effect of the thickening
of the boundary layer results in a decrease in the overall conden-
sation rate. They modified the original form of the Ranz and Mar-
shall Nusselt number expression to better predict the condensation
Nusselt number by accommodating the observed effect. Further
investigative studies will be performed to employ the modified
Ranz and Marshall correlation@17# in the boiling model.

4.4 Axial Bubble Sauter Diameter Distributions and Local
Void Fraction Distributions at Measuring Plane. Figure 7 il-
lustrates the bubble Sauter diameter distributions along three axial
locations—near the heated wall, middle, and near the unheated
wall—of the annular channel for the four cases. The two distinct

Fig. 8 Local mean radial profiles of void fraction: „a… C1 and „b… C4
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flow regions where there were significant bubbles present near the
heated surface and no bubbles near the unheated wall is a charac-
terization of a typical subcooled flow boiling—ahigh-temperature
two-phase region near the heated wall and alow-temperature
single-phase liquid away from the heated surface. More impor-
tantly, this figure demonstrates the increasing bubble sizes along
the height of the annular channel in the vicinity of the heated wall.
This clearly confirmed the significant coalescence of bubbles as
demonstrated through the predicted coalescence rates in Fig. 6 and
similarly observed in experiments.

Figure 8 presents the locally predicted void fraction profiles
against radial measured values. Good agreement was achieved
between the predictions and measurements. The peak local void
fraction was always observed in the vicinity of the heated surface
in a typical subcooled boiling flow. The high local void fraction
found here was explicitly due to the large number of bubbles
generated from the active nucleation sites on the heated surface.
Here, large amount of bubbles were generated from these nucle-
ation sites when the temperature on the heated surface exceeded
the saturation temperature. A proper prediction of the nucleation
site densities is therefore crucial as already confirmed from the
parametric study above~see Fig. 4!. As these bubbles reached a
critical size, they detached from the heated surface and migrated
laterally toward the subcooled liquid core under the competing
process of bubble coalescence and condensation as aforemen-
tioned.

5 Conclusion
A two-fluid model coupled with the population balance ap-

proach is presented in this paper to handle subcooled billing
flows. The increase in complexity of modeling such flows derives
from the additional consideration of the gas or liquid undergoing a
phase transformation. Subcooled boiling flow embraces all the
complex dynamic interaction of the phenomena associated with
hydrodynamics, heat and mass transfer, and bubble coalescence
and breakup. In this study, the range of bubble sizes in the sub-
cooled boiling flow was distributed according to the division of 15
diam classes through the formulation of a MUSIG model. Each of
them experiencing coalescence and breakup phenomena in the
bulk subcooled liquid has been considered. In addition to the for-
mulation of the bubble coalescence of Prince and Blanch@23# and
bubble breakup of the Luo and Svendsen@26# mechanisms, the
MUSIG model was further developed to account for the wall
nucleation or vapor generation on the heated surface and conden-
sation process in the subcooled liquid core. Comparison of the
predicted results was made against local measurements. Paramet-
ric investigations of some recent active nucleation site density
models and empirical relationships to determine the local bubble
diameter were also performed. Overall, good agreement was
achieved through the newly formulated population balance model
for the local bubble Sauter diameter and void fraction profiles.
Moreover, it has been demonstrated that the model correctly
showed the significant bubble coalescence behavior near the
heated wall and the fragmentation of bubbles due to condensation
away from the heated wall as confirmed through experiments.
Hence, modeling subcooled boiling flows using a two-fluid model
coupled with the population balance approach, as demonstrated in
this study, presents enormous potential.

Nomenclature

ai f 5 interfacial area concentration, 1/m
Aq 5 fraction of wall area subjected to quenching
Bo 5 boiling number
cf 5 increase coefficient of surface area
C 5 constant in Eq.~16!

Cp 5 specific heat, J/kg K
d 5 parent particle diameter, m

dbw 5 bubble departure diameter, m
di , dj 5 daughter particle diameters, m

di j 5 equivalent diameter, m
d0 , d1 5 reference bubble diameters, m

DB 5 death rate due to breakup, 1/m3 s
DC 5 death rate due to coalescence, 1/m3 s
Ds 5 bubble Sauter diameter, m

f 5 bubble departure frequency, 1/s
f BV 5 breakage volume fraction

f i 5 scalar variable of the dispersed phase
Flg 5 total interfacial force, N

Flg
drag 5 drag force, N
Flg

l i f t 5 lift force, N
Flg

lubrication 5 wall lubrication force, N

Flg
dispersion 5 turbulent dispersion force, N

g 5 gravitational acceleration, m/s2

ḡ 5 gravitational vector, m/s2

h 5 interphase heat transfer coefficient, W/m2 K
G 5 mass flux, kg/m2 s
h0 5 initial film thickness, m
hf 5 critical film thickness at rupture, m

hf g 5 latent heat, J/kg
H 5 enthalpy, J/kg
Ja 5 Jakob number based on subcooling temperature
K 5 momentum transfer factor
n̄ 5 normal to the wall surface
ni 5 number density of theith class, 1/m3

nj 5 number density of thejth class, 1/m3

N 5 number of bubble classes, 1/m3

N9 5 active nucleation site density, 1/m2

P 5 pressure, Pa
DP 5 pressure difference between stagnation and static

pressures, Pa
PB 5 production rate due to breakup, 1/m3 s
PC 5 production rate due to coalescence, 1/m3 s
Q 5 heat source in Eq.~4!, W

Qw 5 wall heat flux, W/m2

Qc 5 heat transferred by convection, W/m2

Qe 5 heat transferred by evaporation, W/m2

Qq 5 heat transferred by quenching, W/m2

r 5 radius, m
Re 5 flow Reynolds number

Ri , Ro 5 inner and outer radius of annular channel, m
Rph 5 condensation rate, 1/m3 s

S 5 suppression factor
Si 5 source term due to coalescence and breakup
St 5 Stanton number

t 5 thermofluid time scale, s
t i j 5 coalescence time, s
T 5 temperature, K

Tsat 5 saturation temperature, K
Tsub 5 subcooling temperature, K

DTeff 5 effective wall superheat, K
DTONB 5 wall superheat at onset of nucleate boiling, K

DTw 5 wall superheat, K
u 5 velocity, m/s
ū 5 velocity vector, m/s
ut 5 velocity due to turbulent collision, m/s
v 5 volume corresponding to particle diameterd, m3

Vl 5 local measured liquid velocity, m/s
yw 5 adjacent point normal to the wall surface

Greek Symbols

a 5 void fraction
b 5 measured constant in Eq.~16!
x 5 coalescence rate, 1/m3 s
« 5 dissipation of kinetic energy, m2/s3

k 5 turbulent kinetic energy, m2/s2

G 5 mass transfer, kg/m3 s
l 5 size of an eddy, m
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le 5 effective thermal conductivity, W/m K
me 5 effective viscosity, kg/m s

u 5 bubble contact angle, rad
u i j 5 turbulent collision rate, 1/m3 s

usub 5 local subcooling temperature5Tsat2Tl , K
u0u1 5 reference subcooling temperatures, K

r 5 density, kg/m3

Dr 5 density difference5r l2rg , kg/m3

s 5 surface tension, kg/s2

t i j 5 bubble contact time, s
V 5 breakup rate, 1/m3 s
j 5 size ratio between an eddy and a particle in the iner-

tial subrange

Subscripts

g 5 vapor
gl 5 transfer of quantities from liquid phase to vapor

phase
l 5 liquid

lg 5 transfer of quantities from vapor phase to liquid
phase

min 5 minimum
w 5 wall
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Heat Transfer in Two-Pass
Rotating Rectangular Channels
„ARÄ1:2 and ARÄ1:4… With
Smooth Walls
This paper reports the heat transfer coefficients in two-pass rotating rectangular channels
[aspect ratio ~AR51:2 and AR51:4!] with smooth walls. The experiments are con-
ducted at four Reynolds numbers: 5000, 10,000, 25,000, and 40,000. The rotation num-
bers vary from 0.0 to 0.21 and 0.0 to 0.3 for AR51:2 and AR51:4, respectively. For
each channel, two channel orientations are studied, 90° and 45° with respect to the plane
of rotation. The results showed that the 180° sharp turn significantly enhanced heat
transfer on both the leading and trailing surfaces in the turn region for both nonrotating
and rotating channels. The results also showed that the rotation effect increased the heat
transfer on the trailing surface in the first pass, but reduced the heat transfer on the
leading surface. However, the heat transfer difference between the leading and trailing
walls in the second pass is relatively small compared to the first pass due to strong turn
effect. @DOI: 10.1115/1.1857946#

Introduction
Advanced gas turbines operate at high temperatures to improve

thermal efficiency. The high inlet temperature creates thermal
stresses on the blades which can be detrimental to the operation of
the engine. In order to achieve reasonable durability goals, im-
proved cooling techniques, such as film cooling and internal cool-
ing, are applied to turbine blades. Internal cooling is achieved by
circulating compressed air in multipass flow channels inside the
blade structure. As Fig. 1 shows, the cross section of the internal
cooling channels varies depending on their location in the blade.
Cooling channels near the leading edge could be tall and narrow,
and channels closer to the trailing edge are typically wide and
short. The cooling channels are either single-pass~with radial out-
ward flow! or multipass~both radial outward and radial inward
flow! passages. To enhance the heat transfer from the walls of the
channels, they are typically lined with ribs or other turbulence
promoters.

The coolant flow through these internal cooling passages is
complex and influenced by multiple parameters. The aspect ratio
of the channels, 180° turns in the multipass channels, and the rib
configurations all affect the level of heat transfer enhancement in
nonrotating channels. However, the cooling channels in actual tur-
bine blades are rotating. Rotation introduces the added complexi-
ties of Coriolis and buoyancy forces which also alter the coolant
flow through the passages. Many studies are available which re-
port the combined effect of selected parameters. The interested
reader is referred toGas Turbine Heat Transfer and Cooling Tech-
nology@1# for many published studies investigating internal cool-
ing techniques.

Because the heat transfer distribution within the cooling chan-
nels is influenced by many factors, it is necessary to parametri-
cally study these factors. Therefore, it is necessary to understand
the behavior of the coolant through smooth, rotating channels
~without turbulence promoters! before the more complicated be-
havior can be fully realized. Turbulent flow through nonrotating,
circular tubes has been thoroughly investigated; Kays and Craw-
ford @2# summarizes this work that considers the heat transfer in

tubes with various entrance conditions. The Nusselt number in
tubes with fully developed turbulent flow is also given by Kays
and Crawford@2#. The widely accepted Dittus–Boelter correlation
for fully developed turbulent flow was developed in circular tubes,
but this correlation has also been applied to flow through channels
with noncircular cross sections.

As stated above, the heat transfer coefficients in turbine blade
cooling channels are influenced by the 180° turn. Fan and
Metzger@3# and Han et al.@4# concentrated on the heat transfer in
this turn region. Both studies indicated that the heat transfer co-
efficients in the turn and downstream of the turn are greater than
the heat transfer coefficients before the turn. However, the overall
level of heat transfer enhancement is dependent on the cross sec-
tion ~aspect ratio!of the channel.

Although straight forward expressions have been developed for
turbulent flow through nonrotating, smooth passages, coolant flow
in rotating passages with smooth walls lacks closure. Wagner
et al.@5,6# was the first to show the heat transfer from the leading
and trailing walls of a rotating channel are not symmetrical. In
other words, in their square@aspect ratio (AR)51:1] cooling
channel with radially outward flow, the heat transfer from the
trailing surface increases with rotation, while the heat transfer
from the leading surface decreases. Due to the reversal of the
Coriolis force, the leading surface of channels with radially in-
ward flow experiences heat transfer enhancement while the trail-
ing surface decreases.

Johnson et al.@7# extended this study of a square channel to
investigate the effect of channel orientation with respect to the
direction of rotation. When the channel is oriented nonorthogo-
nally to the direction of rotation, the effect of rotation decreases;
in other words, the difference between the heat transfer coeffi-
cients on the leading and trailing surfaces is reduced. Dutta and
Han @8# confirmed this result in a rotating square channel. They
also showed that the channel orientation has the greatest impact
on the heat transfer in the first pass with radially outward flow,
and the effect decreases in the subsequent passes.

When the impact of rotation was realized, researchers sought
more detailed heat transfer measurements. Park and Lau@9# used
naphthalene sublimation to obtain detailed heat/mass transfer dis-
tributions in a rotating two-pass square channel. The detailed dis-
tributions indicated the Coriolis forces create large spanwise
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variations on both the leading and trailing surfaces. Bons and
Kerrebrock@10# gathered detailed heat transfer coefficient distri-
butions using infrared thermography, and they complimented
these heat transfer measurements with flow field measurements
~particle image velocimetry!. In this rotating single-pass square
channel, they concluded that the reduced heat transfer from the
leading wall is the result of the Coriolis force transporting the hot
low momentum wall fluid from the trailing wall to the leading
wall. They also showed that the Nusselt number on the trailing
surface can be twice as great as that on the leading surface due to
the combined effect of the Coriolis and buoyancy forces.

These studies aided designers in creating more efficient cooling
channels, but these studies do not include the aspect ratio effect.
As shown in Fig. 1, the cooling channels can consist of a variety
of cross sections, and this must be considered. In recent years,
several studies have emerged which investigate the effect of rota-
tion in rectangular channels. Azad et al.@11# studied the combined
effect of channel aspect ratio and channel orientation. Their find-
ings for a 2:1~width:height!, two-pass channel were similar to a
1:1 channel: In the first pass with radially outward flow, the heat
transfer from the leading surface decreased while the trailing sur-
face increased, and the opposite occurs in the second pass. Also,
the effect of rotation is reduced when the channel is skewed to the
direction of rotation.

Channels located near the trailing edge of the blade have an

even greater aspect ratio to fit into this narrow region of the blade.
Several studies have focused on the effect of rotation in a 4:1
channel. Griffith et al.@12# observed significant spanwise varia-
tion in the heat transfer distributions due to rotation. Their results
also showed that the channel orientation of the 4:1 channel has a
small effect on the trailing and a large effect on the leading sur-
face in this one-pass cooling channel. In the 4:1 channel oriented
at 135° to the direction of rotation, the heat transfer from all
surfaces in the channel is enhanced with rotation. Acharya et al.
@13# used mass transfer to obtain detailed distributions in a two-
pass 4:1 channel, and their findings were consistent with Griffith
et al. @12#. Zhou et al.@14# considered the effect of rotation in a
4:1 channel with high rotation numbers. They concluded that there
is a critical Reynolds number beyond which the expected heat
transfer trends reverse. They also showed that increasing the den-
sity ratio increases the heat transfer enhancement. Willett and
Bergles@15# studied the effect of rotation in a very narrow 10:1
channel. They independently controlled the rotation number and
buoyancy parameter, and they showed the heat transfer coeffi-
cients increase on the trailing surface with increasing rotation and
buoyancy while the heat transfer coefficients on the leading sur-
face increase with increasing buoyancy.

Because the secondary flow patterns in rotating channels are
strongly influenced by the cross section of the channel. It is im-
perative to investigate the effect of rotation in low aspect ratio

Fig. 1 Typical turbine blade internal cooling passages

266 Õ Vol. 127, MARCH 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



channels (W/H,1). Cho et al.@16# used a mass transfer method
to study the effect of rotation in a rotating two-pass rectangular
channel (AR51:2). Their results showed that the rotation effect
diminished in the second pass due the 180° turn effect. An experi-
mental result for a 1:4 rotating two-pass channel was reported by
Agarwal et al.@17# using the mass transfer method. For a smooth
surface, they found that the 1:4 channel has lower heat/mass trans-
fer compared to square channel.

From the above-mentioned research, it is clear that the majority
of available studies involve square channels and channels located
near the trailing edge of the blade. There is very limited data
available for the lower aspect ratio (AR51:2 and 1:4!channels
with smooth walls. In addition, as the secondary flows resulting
from rotational effects interact with the sharp 180° turn, new heat
transfer characteristics in the lower aspect ratio ducts with rotation
are expected. In order to understand the complex flow in low
aspect ratio cooling channels with ribs, it is necessary to first
understand the more fundamental flows in these smooth channels.
Therefore, the objectives of this paper are to study:

1. The effects of rotation, channel orientation, and 180° sharp
turn on the heat transfer distribution in two-pass low aspect ratio
channels with smooth walls. The channels have aspect ratios of
1:2 and 1:4, and the channel orientation varies from 90° to 45°.
Although these combinations of aspect ratio and channel orienta-
tion may not be directly applicable to current engines, it is impor-
tant to investigate the effect of rotation at an alternate angle; and

2. The comparison of heat transfer enhancement between the
low aspect ratio smooth channels and the published high aspect
ratio smooth channels under rotating conditions.

Experimental Facility
The experimental test rig is shown in Fig. 2. This test rig was

previously used by Azad et al.@11#. A variable frequency motor is
connected via a gear-and-belt mesh to a hollow rotating shaft.
This shaft runs from the base of the test rig to the work platform
and is attached orthogonal to the hollow rotating arm. The test
section is inserted inside the hollow rotating arm, which rotates in
a plane orthogonal to the rotating shaft. A hand held optical ta-
chometer is used to determine the rotation speed of the arm. Ther-
mocouple and heater wires are connected to the slip-ring assembly
mounted to the rotating shaft. The output of the thermocouples is
transferred to a data acquisition system. Power input to the heaters
from the variable transformers is also transmitted through the slip-
ring assembly. Cooling air is pumped from a steady flow compres-
sor through an ASME orifice flow meter and the hollow rotating
shaft, turning 90°, passing into the rotating arm through the test
section, and is finally expelled into the atmosphere.

This experiment contains two test sections. The geometry of the
test sections are shown in Fig. 3. The 1:2 test section is 12.7
325.4 mm in cross section with a hydraulic diameter (Dh) of
16.93 mm. The test section contains a 222.25 mm unheated en-
trance length to provide a hydrodynamic fully developed flow
condition. Each pass has a 152.4 mm long heating section. The
clearance of the 180° sharp turn is 12.7 mm from tip to end wall.
The divider wall has a thickness of 12.7 mm with a 6.35 mm
radius at the tip. Cooling air is expelled to the atmosphere through
a 6.35 mm radius hole in the second pass. The distance from the
end of the heated section in the second pass to the exit hole is
152.4 mm. The 1:4 and 1:2 test sections are identical with the
exception that the 1:4 test section has a cross section of 12.7
350.8 mm with a hydraulic diameter (Dh) of 20.32 mm. The
mean rotating radius is 635 mm for both test sections.

A cross-sectional view of the AR51:2 test section is shown in
Fig. 4. Each pass is divided into six segments. Each segment
contains six copper plates: One for the leading, one for the trail-
ing, two for the outer, and two for the inner walls. The inner wall
has only five segments in the flow direction because of the 180°
turn. The copper plates are mounted in a nylon substrate, which is

comprised of the bulk of the test section. Prefabricated flexible
heaters are installed beneath the copper plates. A total of 13 heat-
ers are used for each test section. All heaters supply steady, uni-
form heat flux to the copper plates. Sufficient power is supplied in
order to maintain a maximum wall temperature of nearly 65°C for
the corresponding section. Thermal conducting paste is applied
between the heater and copper plates to promote heat transfer
from the heater to the plates. Each 3.18 mm thick copper plate has
a 1.59 mm deep blind hole drilled in the back side, in which a
copper-constantan thermocouple is installed 1.59 mm from the
plate surface with thermal conducting glue. Thin nylon strips
~1.59 mm!between the copper plates reduce the conduction effect
between the plates.

The entire test duct is surrounded by insulating nylon material
and fits in a hollow cylindrical aluminum alloy arm for structural
rigidity. The AR51:4 test section has an identical cross-sectional
view except that the distance between the leading and trailing
walls is twice that of the AR51:2 test section. For both test
sections, the experiments were conducted for Reynolds numbers
of 5000, 10,000, 25,000 and 40,000. The test section rotates at a
speed of 550 rpm, resulting in a range of rotation number~Ro!
from approximately 0.026–0.2 and 0.038–0.3 for AR51:2 and
AR51:4, respectively. This range of Reynolds number and rota-
tion number is applicable to aircraft engines which typically have
a Reynolds number of 10,000 to 50,000, and the rotation numbers
can be as high as 0.25.

Fig. 2 Schematic of the test rig
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Data Reduction
The regionally averaged heat transfer coefficient was calculated

by dividing the net heat input to the coolant by the surface area
and the temperature difference between the copper plate and air
bulk mean temperature:

h5
q2qloss

A3~Tw2Tb!
(1)

The net heat transfer rate is the electrical power supplied to the
heater (q5VI) minus heat losses. Heat losses were determined by
supplying power to the test section until a steady-state condition
was achieved in a no-flow condition. Fiberglass insulation was
inserted into the test channel to prevent convection between the
channel walls. This is done for several power inputs to obtain a
relation between the total heat loss from each wall and the corre-
sponding wall temperature. The regionally averaged wall tempera-
ture is obtained from thermocouples that are embedded in each
copper plate. The bulk mean air inlet and exit temperatures are
measured by thermocouples. Because there is a long distance be-
tween leading and trailing walls, two thermocouples are placed at
the exit to measure the bulk mean air temperature. The averaged
value of these two measurements is used for the exit bulk mean
temperature. However, the difference between these two measure-
ments is less than 1°C for all cases. The local bulk mean air
temperature (Tb) used in Eq.~1! is calculated by using linear

interpolation between the measured inlet and exit bulk air tem-
peratures. Another way to obtain the local bulk mean air tempera-
ture is by using the energy balance through the test channel. The
difference between the linear interpolation and energy balance of
bulk mean air temperature is 1 to 2°C in all cases.

The regionally averaged Nusselt number is normalized by the
Nusselt number for fully developed turbulent flow in a smooth
nonrotating circular pipe to reduce the influence of the flow Rey-
nolds number on the heat transfer coefficient. The regionally av-
eraged Nusselt number normalized by the Dittus–Boelter/
McAdams correlation is

Nu

Nuo
5

hDh

kair

1

~0.023 Re0.8Pr0.4!
(2)

The Prandtl number~Pr! for air is 0.71. Air properties are taken
based on the mean bulk air temperature. The estimated uncertainty
for temperature measurement is 0.5°C. Based on the method de-
scribed by Kline and McClintock@18#, the uncertainty of the Nus-
selt number ratio is about 5% for the high Reynolds number. For
the low Reynolds number (Re55000), the maximum uncertainty
is about 18% on the low heat transfer surfaces under the rotating
condition.

Fig. 3 Geometry of the test section: Smooth wall
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Results and Discussion
Rotation effect, turn effect, and buoyancy parameter are the

most important factors in heat transfer in a two-pass rotating rect-
angular channel with smooth walls. The Coriolis force is known
as the primary effect due to rotation. As shown in Figs. 5 and 6,
with a 90° channel orientation, the Coriolis force induces a pair of
vortices which circulate toward the trailing wall for radial outward
flow and toward the leading wall for radial inward flow. This
cross-stream secondary flow pattern significantly increases heat
transfer on the trailing wall in the first pass~radial outward flow!
and the leading wall in the second pass~radial inward flow!, but
reduces heat transfer on the opposite walls~leading wall in the
first pass and trailing wall in the second pass!. Therefore, rotation
causes a difference in the heat transfer between the leading and
trailing walls. When the channel orientation is rotated to 45°, the
effect of rotation is reduced. The effect of rotation is evaluated by
using the rotation number

Ro5
VDh

V
(3)

The 180° sharp turn creates additional secondary flows that
affect heat transfer inside the turn and after the turn. A variety of
different flow patterns can result depending on the turn geometry.
For this case, when the flow passes through the 180° sharp turn
~as shown in Figs. 5 and 6!, the flow impinges on the outer wall
due to the centrifugal force, then reattaches on the inner wall in
the second pass. It creates a circulation zone right after the turn
near the inner wall in the second pass. Two additional circulation
zones occur in the outer corners of the turn because of the geom-
etry. This type of flow behavior has been verified by numerical
simulations, and the interested reader is referred to the work of Su
et al. @19# for additional explanations of the flow physics. As one

would anticipate, these flow structures, due to the turn, result in
different heat transfer enhancements inside the turn and after the
turn.

The buoyancy parameter due to the centrifugal force and tem-
perature difference is important because of the high rotating speed
and large temperature difference in the actual engine. For the ra-
dial outward flow, the rotation-induced buoyancy force aids the
inertia force. This force opposes the inertia force in the second
pass because the flow direction is reversed. A local buoyancy
parameter is used to present the combined effects of the Coriolis
and buoyancy forces.

Box5S Dr

r D ~Ro!2
R

Dh
(4)

This local buoyancy parameter can be rewritten incorporating the
measured wall and coolant temperatures as shown in Eq.~5!:

Box5
Tw.x2Tb,x

Tf ,x
~Ro!2

Rx

Dh
(5)

The local film temperature is the average of the local wall and the
local coolant temperatures

Tf ,x5
Tw.x1Tb,x

2
(6)

Nusselt Number Ratio Distribution for an Aspect Ratio
of 1:2

The experimental results are shown in Fig. 7 for the 1:2 chan-
nel. The figure contains both nonrotating and rotating (b590°
and 45°) heat transfer distributions for both the leading and trail-
ing surfaces. For the nonrotating case, the Nusselt number ratio is
about one in the first pass as expected. It is apparent that the turn
effect significantly enhances heat transfer on both the leading and
trailing surfaces in the turn region. The enhancement decreases in
the second pass. The Nusselt number ratio is above one due to the
short length of the channel. IfX/Dh were longer, the Nusselt
number ratio would decrease to about one. At a Reynolds number
equal to 40,000, the flow is reaching fully developed.

For the rotating case, as one would anticipate, the rotation ef-
fect enhances heat transfer on the trailing surface in the first pass,
and the leading surfaces experiences a declination in heat transfer.
As the Reynolds number increases, the variation between the lead-
ing and trailing surfaces decreases as both surfaces approach the
nonrotating value of a Nusselt number ratio of about one. In the
turn region, the heat transfer enhancement is greater than that of
the nonrotating value due to the combined effect of rotation and
180° sharp turn. This heat transfer trend is true for both channel
orientations (b545° and 90°). The Nusselt number ratio trends
of the second pass are unlike those reported for square channels or
channels with an aspect ratio of 2:1. In general, the Nusselt num-
ber ratios for both the leading and trailing surfaces under the
rotating condition are higher than those of the nonrotating case in
the second pass of present 1:2 channel. The only exception is the
trailing surface with the 90° channel orientation at the lowest
Reynolds number. As the Reynolds number increases~rotation
number decreases!, the variation between the leading and trailing
surfaces decreases.

Not only is the enhancement on both the leading and trailing
surfaces greater than that of the nonrotating channel, there is less
difference between the leading and trailing surfaces of the second
pass. The numerous studies involving square channels indicate
that the leading surface of the second pass experiences heat trans-
fer enhancement above that of a nonrotating channel, while the
trailing surface experiences decreased heat transfer. For the
present 1:2 channel, less variation between the leading and trailing
surfaces is seen due to the strong turn. The 180° sharp turn has a
more dominant effect on the heat transfer of the second pass than
rotation. Therefore, the rotation-induced vortices, which result in

Fig. 4 Cross-sectional view of the two-pass rectangular test
section „ARÄ1:2…
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the heat transfer difference between the leading and trailing sur-
faces, are not as strong as the secondary flow induced by the turn.
The second pass is approximately 9 hydraulic diameters long, and
the strong turn dominates the heat transfer trends over this entire
length.

Nusselt Number Ratio Distributions for an Aspect Ratio
of 1:4

Figure 8 shows the Nusselt number ratio distributions for the
1:4 channel. Similar to the 1:2 channel, the Nusselt number ratio
of the nonrotating channel is about one. As the Reynolds number
increases, the enhancement decreases. Because the second pass is
not long enough~about 7Dh) for flow to develop, the Nusselt
number ratio is always higher than one in the 1:4 channel.

Similar to the 1:2 channel~Fig. 7!, significant variation due to
rotation is observed in the first pass of the 1:4 channel. However,
the difference between the leading and trailing surfaces is greater
in this 1:4 channel than the 1:2 channel. Because the rotating
experiments are conducted at a constant angular velocity of 550
rpm, the rotation numbers vary between the two channel sizes~the
channels have different hydraulic diameters!. Therefore, the rota-
tion numbers of the 1:4 channel are greater than those of the 1:2
channel. As the rotation number decreases~Reynolds number in-

creases!, the difference between the leading and trailing surfaces
decreases for both channel orientations (b590° and 45°).

Similar to the 1:2 channel~Fig. 7!, the difference between the
heat transfer from the leading and trailing surfaces decreases sig-
nificantly in the second pass of the 1:4 channel~Fig. 8!. At the
higher rotation numbers~lower Reynolds numbers!, variation be-
tween the leading and trailing surfaces can be observed, but this
difference quickly diminishes as the rotation number decreases
~Reynolds number increases!. In this case, the flow has less than 7
hydraulic diameters to develop downstream of the turn. This short
distance is insufficient for the rotation-induced vortices to over-
come the dominant secondary flow induced by the 180° sharp
turn.

The channel averaged Nusselt number ratios are shown in Fig.
9 for both channel aspect ratios under nonrotating and rotating
conditions. The first pass average includes all regions in the first
pass, including the region at the entrance of the 180° turn. The
second pass average includes all regions in the second pass, in-
cluding the region at the exit of the turn. The nonrotating curves
are the average of the leading and trailing surfaces in the nonro-
tating channels. The effect of rotation is clearly seen in the first
pass of both the 1:2 and the 1:4 channels: The leading surfaces
experience decreased heat transfer while the trailing surfaces ex-
perience increased heat transfer. However, the variation is signifi-

Fig. 5 Conceptual view of the secondary flow patterns „ARÄ1:2…
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cantly reduced in the second pass, and this is clearly seen for both
the 1:2 and 1:4 channels in Figs. 9~b! and 9~d!, respectively. It can
be seen that the rotation cases have higher heat transfer than the
nonrotating case in the second pass. As the Reynolds number
increases~rotation number decreases!, the difference between the
leading and trailing walls is reduced. In addition, the average Nus-
selt number ratio decreases with increasing Reynolds number.

Comparison with Previous Studies
The diminished variation between the leading and trailing sur-

faces of the second pass has also been observed by Cho et al.@16#
and Agarwal et al.@17# in 1:2 and 1:4 rotating channels, respec-
tively. Figure 10 compares the heat transfer coefficients in the
smooth 1:2 channel of Cho et al.@16# to the smooth results of the
present 1:2 channel. The Reynolds number of both the nonrotating
and rotating channel is 10,000, and the rotation number of the
rotating case is 0.1 for both the previous study and the present
study.

As shown in Fig. 10, the present study is in close agreement
with the previous study for the nonrotating smooth channel. The
most significant difference between the two data sets is in the
180° turn. The study of Cho et al.@16# is performed using mass
transfer; therefore, a detailed distribution can be obtained. With
the copper plate method of the present study, only two regionally
averaged points are recorded for the turn, so the detailed distribu-
tion cannot be obtained to capture the slightly higher values pre-
sented in the previous mass transfer study.

The rotating results of the present 1:2 channel are also very
comparable to the previous study. As shown in Fig. 10, both stud-
ies ~using different experimental methods! reveal the same results

for both the leading and trailing surfaces of the first and second
passes. This confirms that the heat transfer in the second pass is
dominated by the 180° turn. As with the current study, Cho et al.
@16# reported only negligible variation between the leading and
trailing surfaces of the second pass.

Agarwal et al.@17# used naphthalene sublimation to investigate
the effect of rotation in channels with an aspect ratio of 1:4. Be-
cause the entrance conditions of the two channels vary signifi-
cantly ~fully developed for the present study and sudden contrac-
tion for the previous study! and the flow conditions are different
~Reynolds and rotation numbers!, it is difficult to make direct
comparisons between the two data sets. However, from the local
distributions presented for the smooth rotating channels, the lack
of variation between the leading and trailing surfaces is present at
the beginning of the second pass of their 1:4 channel. Approxi-
mately 7 hydraulic diameters are required for a significant differ-
ence to appear between the leading and trailing surfaces, and as
the channel continues toX/Dh of 30, the difference between the
leading and trailing surfaces becomes more significant. The sec-
ond pass of the present 1:4 channel has a length of less than 7
hydraulic diameters. In this short passage length, the effect of the
turn is dominant, and as shown by Agarwal et al.@17# at least 7
hydraulic diameters are required for the turn effect to diminish.

The reduced effect of rotation in the second pass was also re-
ported in square channels~Johnson et al.@7#! and 2:1 channels
~Azad et al.@11#!. Johnson et al.@7# attributed the lack of large
variation in the second pass to the secondary flow induced by the
turn. Although both of these studies show that the effect of rota-

Fig. 6 Conceptual view of the secondary flow patterns „ARÄ1:4…
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tion on the second pass is less than that of the first pass, the effect
of rotation in both the square and 2:1 channels is significant; un-
like the present 1:2 and 1:4 channels.

When considering the flow structure of the coolant in the rotat-
ing two-pass channels, it has been shown that the circulation di-
rection of the rotation-induced vortices reverses in the second pass
due to the reversed direction of the Coriolis force. The strength of
the vortices begins growing just downstream of the turn. While
the strength of the rotation-induced vortices is growing, the effect
of the turn diminishes through the second pass. With a relatively
large distance between the leading and trailing surfaces of the 1:2
and 1:4 channels~compared to square and 2:1 channels!, more
distance is required for the effect of the sharp 180° turn to dimin-
ish. Therefore, the length of the second pass of the present study is
not long enough for the entrance effect to diminish and allow the
effect of rotation to become more apparent. Therefore, the effect
of rotation is significantly reduced in the second pass of the low
aspect ratio channels.

Secondary Flow Effect on Circumferential Walls Heat
Transfer

The rotation-induced secondary flow has a strong effect on the
circumferential heat transfer of the channel. Figure 11 shows the
rotation-induced secondary flow patterns, as well as the circum-
ferential regionally averaged Nusselt number ratios at the Rey-

nolds number of 10,000. The circumferential distribution is shown
at two locations in the channel: At the fourth region in the first
pass and the fifth region in the second pass~eleventh point over-
all!. The numbers marked next to each surface of the different
aspect ratios, orientations, and rotation numbers are the Nusselt
number ratios on these surfaces.

For the nonrotating case~as shown in Fig. 11!, the regionally
averaged heat transfer is uniform around the perimeter walls in the
first pass. In the second pass, it is generally true, except that the
heat transfer level is slightly higher than in the first pass due to the
180° turn effect. As the channel is rotated, a pair of vortices in-
duced by the Coriolis force enhances the heat transfer on the
trailing surface, and reduces the heat transfer on the leading sur-
face in the first pass. The effect is reversed in the second pass due
to the reversed direction of the Coriolis force. Therefore, the trail-
ing, outertrailing, and innertrailing surfaces in the first pass un-
dergo a heat transfer enhancement under rotating conditions,
while the leading, outerleading, and innerleading surfaces experi-
ence reduced heat transfer. In general, the heat transfer in the
second pass follows this trend, however, the turn effect created a
more complicated result. The difference between leading and trail-
ing surfaces is relatively small in the second pass than that in the
first pass. In addition, the outertrailing wall in the second pass has
higher heat transfer than the outer-leading wall.

Fig. 7 Nusselt number ratio distribution for AR Ä1:2 with smooth wall
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The rotation effect reduced for the channel orientation of 45°
~when compared tob590°). Therefore, the difference of heat
transfer between the leading and trailing surfaces was reduced.
Higher heat transfer enhancement can be seen on the side walls
due to the rotation-induced secondary flow impinging on the side
walls.

Aspect Ratio Effect on Heat Transfer
A channel aspect ratio comparison is shown in Fig 12. The

figure compares the Nusselt number ratios of five channels of
different aspect ratios ranging from 4:1 to 1:4; therefore, this
range of channels can cover the entire cross section of an airfoil.
All channels cover a range of Reynolds numbers varying from
5000 to 40,000. The square channel has a hydraulic diameter of
12.7 mm, the hydraulic diameter of the 1:2 and 2:1 channels is
16.93 mm, and the hydraulic diameter of the 1:4 and 4:1 channels
is 20.32 mm. Because the channels have different hydraulic diam-
eters but the same channel length, the comparisons are made at
specific regions where the flow can be considered fully developed
in both the first pass and the second pass. In the first pass, data are
compared at the fourth copper plate, and compared at the eleventh
copper plate in the second pass.

Figure 12~a!shows a comparison of the first pass of the rotating
channels oriented atb590°. This figure shows that the heat trans-
fer from the trailing surface of all the channels increases with the
increasing buoyancy parameter, and this should be anticipated as

the core of the coolant is shifted toward the trailing surface with
rotation. However, the heat transfer trends of the leading surface
are more complex. At low buoyancy parameters, the heat transfer
decreases as the buoyancy parameter increases for all channels. At
high buoyancy parameters, the heat transfer from the leading sur-
faces of the 4:1 and 1:4 channels increases with the increasing
buoyancy parameter. The heat transfer difference between the
leading and trailing surfaces is about the same for 1:1, 2:1, and 1:2
channels; however, the difference in the 1:4 channel is much
larger than the 4:1 channel. Figure 12~b! shows the aspect ratio
comparison in the second pass of the two-pass channels. The heat
transfer in the second pass of all channels has a decreasing trend
for the trailing surface with the increasing buoyancy parameter.
However, the Nusselt number ratio for all leading surfaces in-
creases with the increasing buoyancy parameter.

In the actual turbine blades, the cooling channels have different
orientations in order to fit the cross section of the airfoil; there-
fore, the channel orientation of 90° is not practical for all aspect
ratio channels. Figure 13 takes the channel orientation into ac-
count by comparing the heat transfer enhancement of various as-
pect ratio channels at various orientation angles. The square chan-
nel (AR51:1) maintains the orientation of 90°, the 1:4 and 1:2
channels which would likely be located near the leading edge of
the blade are oriented at 45°, and the 2:1 and 4:1 channels are
oriented at 135° to fit near the trailing edge of the blade. The
behavior of the first pass is shown in Fig. 13~a! and is similar to

Fig. 8 Nusselt number ratio distribution for AR Ä1:4 with smooth wall
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Fig. 10 Comparison of the Nusselt number ratio distributions for AR
Ä1:2 with smooth walls

Fig. 9 Channel averaged Nusselt number ratio for both rotating and nonrotating cases
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the behavior shown in Fig. 12~a!. For all channels, the heat trans-
fer enhancement on the trailing surfaces increases with the in-
creasing buoyancy parameter. However, the heat transfer de-
creases on the leading surface of the 1:1 and 1:4 channels, while it
increases on the leading surfaces of the 4:1 channel. However, the
declination of heat transfer on the leading surfaces is much less in
these channels which account for the channel orientation effect
than in the channels orientated at 90°. Similar results are shown
for the second pass of these channels@Fig. 13~b!#as for the or-
thogonal rotating channels@Fig. 12~b!#: Both the leading and trail-
ing surfaces of the 1:4 and 1:2 channels undergo heat transfer
enhancement with the increasing buoyancy parameter, and the
trailing surfaces of the 1:1 and 2:1 channels experience a decrease
while the leading surfaces see an enhancement in the Nusselt
number ratios.

Conclusions
In actual turbine blades, the internal cooling passages have a

low aspect ratio near the leading edge of the airfoil. This study
experimentally investigated the low aspect ratio two-pass rectan-
gular channels under rotating conditions with smooth walls. Two
aspect ratio channels were tested: AR51:2 and AR51:4. The

results are comparable to the results of previous studies. The as-
pect ratio effect in two-pass rotating rectangular channels was
considered. Based on the discussion, the main conclusions are:

1. The 180° sharp turn significantly increased heat transfer on
both the leading and trailing surfaces in the turn region. As the
Reynolds number increases, the Nusselt number ratio decreases in
both nonrotating and rotating cases

2. The rotation effect increased heat transfer on the trailing
surface but decreased the heat transfer on the leading surface in
the first pass of both the 1:4 and 1:2 channels. Therefore, the
rotation effect created a heat transfer difference between the lead-
ing and trailing surfaces. In the second pass, the rotation effect
enhanced heat transfer on all surfaces except for the trailing sur-
face at a channel orientation of 90°. The difference of heat trans-
fer between the leading and trailing surfaces diminished in the
second pass compared to that in the first pass. As the Reynolds
number increased, the rotation effect decreased.

3. Rotation has a relatively small effect in the second pass of
the 1:2 and 1:4 channels. In the present results, the second pass
has a length about 9 and 7 hydraulic diameters for the 1:2 and 1:4
channels, respectively. It is believed that a clear rotation effect can
be observed in a longer channel or at higher rotation numbers.

Fig. 11 Secondary flow effect on circumferential heat transfer „ReÄ10,000… „number repre-
sents the Nusselt number ratio …
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4. The 90° channel orientation creates a greater heat transfer
difference between the leading and trailing walls than the 45°
channel orientation for both aspect ratio ducts under rotating
conditions.

5. The results of the circumferential wall heat transfer agree
well with the secondary flow patterns in both the nonrotating and
rotating cases.

6. A comparison of five different aspect ratio channels showed
that increasing the buoyancy parameter enhanced the heat transfer
on the trailing surface for all channels in the first pass. However,
the heat transfer trends are different for different aspect ratios
in the second pass. The square duct has the lowest heat transfer
on both the leading and trailing surfaces compared to the other
channels.
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Nomenclature

A 5 area of smooth wall
Box 5 local buoyancy parameter
Dh 5 hydraulic diameter

h 5 heat transfer coefficient
k 5 thermal conductivity of coolant

Nu 5 local Nusselt number,hDh /k
Nuo 5 Nusselt number for fully-developed turbulent flow in

a smooth pipe
Pr 5 Prandtl number

qnet 5 net heat transfer rate at the wall
R 5 mean rotating radius

Rx 5 local rotating radius
Re 5 Reynolds number,rVDh /m
Ro 5 rotation number,VDh /V

Tb,x 5 local coolant temperature
Tf ,x 5 local film temperature
Tw,x 5 localwall temperature

V 5 bulk velocity in streamwise direction
b 5 angle of channel orientation with respect to the axis

of rotation
V 5 rotational speed
m 5 dynamic viscosity of coolant
r 5 density of coolant

~Dr/r! 5 local coolant-to-wall density ratio, (Tw,x–Tb,x)/Tf ,x
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Unsteady Heat Transfer
Enhancement Around an Engine
Cylinder in Order to Detect Knock
This paper deals with the transient thermal signal around an engine cylinder in order to
propose a new and nonintrusive method of knock detection. Numerical simulations of
unsteady heat transfer through the cylinder and inside the coolant flow are carried out to
account for heat flux variations due to normal and knocking combustion. The effect of rib
roughened surfaces on thermal signal amplification is investigated. The geometric param-
eters are fixed atPi/h510 and w/h51 with a Reynolds number based on hydraulic
diameter of 12,000. The results reveal that square ribs give better performance in term of
thermal signal amplification within the fluid. An amplification of the temperature variation
up to 20 times higher is found. Finally, flow analysis shows that amplification depends on
the position where the thermal signal is collected.@DOI: 10.1115/1.1857943#

1 Introduction
Modern engines control systems are designed to minimize ex-

haust emissions while maximizing power and fuel economy. The
ability to maximize power and fuel economy by optimizing spark
timing for a given air/fuel ratio is limited by the engine knock.
Especially in gas spark ignition~SI! engines, composition, and the
knocking properties of the fuel vary with time. Knock produces
pressure waves that generate a rapid increase in cylinder pressure.
If sustained heavy knock occurs, damage to pistons, rings, and
exhaust valves can result.

There is currently no totally satisfactory means of detecting
knock in spark ignition engines. Due to its simplicity, a vibration
sensor~accelerometer, which uses the fact that the engine struc-
ture vibrates as it knocks!, is the most common type of knock
sensor@1,2#. Unfortunately, the output of the accelerometer is
strongly affected by engine component parasitic noises. On the
other hand, cylinder pressure data provide a direct and reliable
way to analyze knock@3,4#. Pressure transducers work well, but
they are expensive. Also, the insertion of a probe inside the cyl-
inder may reduce the engine lifetime. Hence, an alternative to
these two current methods is needed.

Knock occurrence is accompanied by an increase of the wall
heat transfer inside the combustion chamber@5–9#. Harigaya et al.
@8# measured the effect of knocking on the temperature rise of
combustion chamber wall surfaces. They reported a heat transfer
coefficient rise of about 260% for a knock intensity of 0.6 MPa.
Lu et al. @9# calculated wall heat flux from measured temperature
variations on the cylinder wall. Results show that near the knock-
ing zone the maximum wall heat flux is more than four times that
of the nonknocking case. Thus, the analysis of a thermal signal
detected near the outer side of the cylinder could be a desirable
alternative. This technique of detecting knock could be efficient if
the thermal damping effect of the cylinder wall is not too impor-
tant. Moreover, temperature should not be recorded on the wall
but within the coolant duct because of technological constraints.

In the present paper, turbulent promoters are used on the exter-
nal side of cylinder wall in order to compensate for cylinder wall
damping effects. Heywood@10#states that temperature variation is
damped out within a small distance~about 1 mm!from the wall
surface and measurement would be made at the inner surface of
the combustion chamber. Bellettre and Tazerout@11# showed that,
for several kinds of steel, the thermal signal variation is main-
tained within the cylinder wall only if knock occurs. They stated

that due to knocking combustion thermal signal amplitude of few
Kelvin ~about 3 K!can be observed at 2 mm from the combustion
chamber wall.

The use of transverse ribs at regular intervals is often adopted
for heat transfer enhancement@12–14#. Several studies show that
the performance of that transfer surface with ribs depends signifi-
cantly on the parameters of the flow structure, such as reattach-
ment length of the separated streamline and turbulence intensities,
as well as the rib geometry and dimensions. In this study, numeri-
cal simulations are carried out to investigate the effect of ribs on
the unsteady heat transfer and flow structure in order to improve
thermal signal detection.

2 Numerical Model

2.1 Geometrical Configuration. The present paper treats
the case of a water-cooled engine cylinder. The geometrical char-
acteristics of this cylinder are representative of those of a com-
bined heat and power~CHP!gas engine~bore: 0.152 m, displace-
ment 3 1!. The engine speed is set constant at 1500 rpm, as in an
actual CHP operation. The computational domain is two dimen-
sional ~2D! ~Fig. 1!. The cylinder wall~made in cast iron!thick-
ness,e, is 0.003 m, and the coolant channel hydraulic diameter is
0.02 m. The geometry of the cylinder head~made in aluminum!is
simplified because we just need to account for its effect on the
vertical heat fluxes. Since the annular space is small in compari-
son with the cylinder diameter, the geometrical configuration is
considered as 2D plane~preliminary results did not show any
difference between 2D plane and 2D axysymmetric configura-
tion!.

Ribs with different shapes and dimensions are placed on the
outer surface of the cylinder. The geometric variables of the ribs
are the heighth, the widthw, and the pitchPi. In this work, the
ratio of width-to-height (w/h) and the ratio of pitch-to-height
(Pi/h) are fixed to 1 and 10, respectively. These values are cho-
sen to give an optimal heat transfer enhancement@15,16#.

2.2 Governing Equations. The water flow is assumed to be
incompressible and turbulent. Conduction in the solid part is un-
steady due to heat flux variations on the internal side of the com-
bustion chamber~Fig. 1!. Thus, the governing equations can be
written in Cartesian notation as:

Continuity:

]Ui

]xi
50 (1)Manuscript received November 7, 2003; revision received October 22, 2004.

Review conducted by: A. F. Emery.
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whereU represents the mean value of the velocity in thei direc-
tion.

Momentum transport:

]

]xj
~rUiU j !52

]p

]xi
1

]

]xj
FmS ]Ui

]xj
1

]U j

]xi
D2ruiuj G1rgi

(2)

wherep represents the mean value of the pressure, andu is the
velocity fluctuation.gi is the gravity in thei direction, r is the
fluid density, andm the dynamic viscosity.

Energy:

]

]t
~rH !1

]

]xj
~rU jH !5

]

]xj
Fl

]T

]xj
2rujh8G1U j

]p

]xj
(3)

whereH is the mean value of enthalpy. It is linked to the tempera-
ture T by the specific heat,cp : H5*Tref

T cpdT, where Tref

5273 K. h8 is the enthalpy fluctuation andl is the thermal con-
ductivity. The physical properties of the fluid are set constant be-
cause of the small variations of temperature observed outside the
combustion chamber.

2.3 Turbulence Model. The turbulent stress and heat flux
appearing in Eqs.~2! and ~3! must be modeled in order to close
the governing equations. The Reynolds stress model~RSM! is
used as the turbulence model. This choice is based on comparison
with other turbulence models~such ask2e, ReNormalization
Group ~RNG! k2e andk2v, see discussion in Sec. 3.1.2!.

Details and physical assumptions on RSM model can be found
in Launder et al.@17#. A low-Reynolds number approach is re-
tained to account for wall effects@18#. The transport equations for
the Reynolds stresses can be written in the following form:

]

]xk
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The turbulent viscositym t is given by m t5rCmk2/e with Cm
50.09 andk, the turbulent kinetic energy is given by the trace of
the Reynolds stress tensor:k51/2uiui . The turbulent kinetic en-
ergy dissipation ratee is computed from a model transport equa-
tion ~similar to that of the standardk2e model!:
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wherece151.44 andce251.92.
The turbulent heat flux is obtained from

ruit852
m t

sT

]T

]xi
(6)

with sT50.9 ~the turbulent Prandtl number!.

2.4 Boundary Conditions. The inlet conditions, deduced
from literature @19#, are an uniform velocity of 0.6 m/s corre-
sponding to a Reynolds number ReDh of 12,000, a temperature of
363 K and a turbulent intensity of 4%. On the outer wall of the
cylinder head~Fig. 1!, a condition of external forced convection is
imposed, namely a heat transfer coefficient,hcext , of 1000
W m22 K21. This is a reasonable order of magnitude in convec-
tive heat transfer for water-cooled engines@20#. The external wall
of the coolant duct and the bottom side of the cylinder liner are
adiabatic. At the outflow, a zero normal gradient condition is as-
sumed for all flow variables except pressure.

The heat flux is convected from the hot burnt gases to the
combustion chamber wall, conducted through the wall and then
convected from the wall to the coolant. On the combustion cham-
ber wall, instantaneous local heat fluxes are imposed. Their values
are deduced from literature for the cases of both normal and
knocking combustion. The wall heat flux presents a sinusoidal
variation with time during the combustion period. The combustion
starts at the top dead center~TDC! and takes place during a crank
angle of 30°~i.e., 3.33 ms at 1500 rpm!. Among the different
values of wall heat flux that are found in the literature@6,7,9#,
medium values are chosen in a first step~heat flux of 4 MW/m2

and 16 MW/m2, respectively, for normal and knocking combus-
tion!. A sensitivity study of this parameter is presented in Sec. 3.5.

Fig. 2 Instantaneous heat flux on wall combustion chamber

Fig. 1 Computational domain and boundary conditions
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Because of the continuous motion of the piston, the boundary
conditions at the gas/wall interface are time dependent. The sur-
face exposed to burnt gases varies as the combustion proceeds.
Thus, the surface area of the combustion chamber wall subjected
to the heat flux~shown in Fig. 1!is calculated using the equation
of the piston movement:

xj~u!5@r cosu1,A12~r /, !2 sin2 u# (7)

wherexj is the piston position,, is the length of the connecting
rod ~,50.34 m!,r is the radius of the crankshaft (r 50.08 m), and
u is the crank angle.

An example of the instantaneous heat flux imposed on the up-
per region of the inner cylinder wall is presented in Fig. 2. In this
example, the knock occurs one time every two cycles. The plotted
flux is the value averaged on the total surface that will see the
whole or a part of the combustion process~this explains why the
maximal average value is slightly lower than the local peak value:
15 against 16 MW/m2!.

2.5 Numerical Method. The governing equations solved in
the present study, using a Computational Fluid Dynamics~CFD!
code, are the 2D incompressible continuity momentum and energy
equations employing the RSM turbulence model. By the use of
the control-volume based finite volume method, all equations are
discretized according to the power-law scheme. Because of the
unsteady thermal boundary conditions, the temperature field is
time dependent while the flow in the coolant channel is steady.
The time dependent terms in the energy equation are integrated
using a first-order implicit scheme; the time step is fixed at 1024 s

~corresponding to 30 steps during one combustion period with
engine cycle period of 0.08 s!. Four iterations per time step are
adopted because more iterations~up to ten iterations per time step
were tested!do not improve the convergence of computations.
This choice is justified by the low value of the time step (1024 s);
it allows one, therefore, to preserve a reasonable calculation time.
The pressure—velocity coupling is carried out by theSIMPLE al-
gorithm for the incompressible flow computation.

2.6 Mesh. Because of the geometry, the grid is structured. A
wall model is employed to treat the near-wall regions. It consists
of two different regions in the boundary layer: A viscosity-
affected region and a fully turbulent region. Hence, the generated
grid ~Fig. 3! must have strong clustering close to the walls to
ensure that the first computational node is aty1'1. Local grid
refinement with hanging nodes is used near the rib walls. This
approach allows for a more efficient distribution of the grid nodes
and a more effective resolution of the near-wall regions and en-
ables the features of the flow field to be better resolved. The
coolant duct is subdivided into three regions; namely, a near entry
region, a developing region, and an exit region—which include
the rib and where the most of the heat transfer occurs. As shown
in Fig. 4, three grids were used in order to carry out grid indepen-
dent tests in the fluid flow. The selected optimum grid consisted of
;17,400 nodes. On the other hand, for each time step, the com-
puted results are declared convergent when the total sum of abso-
lute cell residues in the entire domain for each dependent variable
was less than 1026.

3 Results and Discussion

3.1 Model Validation and Grid Independence

3.1.1 Unsteady Conduction.In the solid part of the studied
domain, grid dependency is carried out to find an optimum grid.
For an unsteady heat conduction problem in the cylinder wall, a
one-dimensional case was considered in order to compare with the
analytical solution~Heywood @10#!. The majority of the heat
transfer into the liner is in the radial direction@10#. Thus, the
vertical heat transfer within the cylinder wall may be neglected in
first approximation in this conduction validation step.

Figure 5 depicts a grid composed of 18 nodes across the wall
thickness. It gives very good agreement with the analytical solu-
tion @10#. A denser grid of 32 nodes across the wall gave the same
results~difference less than 0.1%!. At the inner side of the com-
bustion chamber (x50), the thermal signal changes rapidly due
to instantaneous heat flux variations. For other positions within

Fig. 3 Computational grid fo r a 2 mm square rib geometry „re-
fined mesh around the rib …

Fig. 4 Grid dependency test—local Nusselt number distribu-
tions „ReÄ12,600, sÄ0 at x jÄ0.133 m on the cylinder wall … Fig. 5 Temperature signal across the cylinder wall „cast iron…
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the cylinder wall~made of cast iron!, the amplitude of the signal
decays drastically. We can also notice that the phase shift between
the thermal signals is well predicted.

Figure 6 shows the amplitude of temperature variations as a
function of the distance from the internal side of the cylinder,x.
Due to the wall damping effects, this amplitude diminishes along
the cylinder wall. Hence, thermal signal detection becomes diffi-
cult at the outer side of the combustion chamber. On the other
hand, the effect of physical properties~diffusivity! on the ampli-
tude of temperature variations is clearly shown on Fig. 6. Alumi-
num, with higher diffusivity, allows thermal signal variations to be
maintained in the wall more than cast iron. Thus, in the following,
the emphasis is made at the top of the cylinder where aluminum
can be employed~as shown in Fig. 1!.

3.1.2 Flow Field. As mentioned previously, the Reynolds
stress model has been used. This choice is related to the compara-
tive results reported in Fig. 7 relative to the distribution of the
Nusselt number in a ribbed channel. RSM gives better agreement
with experimental data from Liou et al.@21# than the other con-
sidered models, especially in the area that is going to be studied
~i.e., in the recirculation region downstream the ribs,s
.0.008 m). At the leading edge of the rib (s50 m), simulations

achieved with the RSM approaches well with the experimental
data while the relative error of 54% and 228% are noticed for
respectively RNGk2e andk2v models.

Figure 8 shows streamlines of the flow field in a 2D channel
with a single rib. By considering the same configuration examined
by Kim et al. @15#, it can be seen that both predict similar char-
acteristics of the flow field. A small and a large recirculation are
found upstream and downstream of the rib, respectively, as ex-
pected. Reattachment length ranging around three to four times
the rib height is predicted forPi/h57.2 which is in good agree-
ment with that reported by O’Doherty et al.@22#.

For the validation of numerical solution of the velocity field,
the computed profiles of mean axial velocity are compared with
measured profiles of Drain and Martin@23# ~Fig. 9!. The results
are in close agreement with published data@23# for all positions.
Maximum velocity locations are shifted to the bottom wall com-
pared to a smooth channel case. Atz/h54.18, the computed and
measured profiles indicate that the flow is still separated near the
upper wall.

3.1.3 Convective Heat Transfer.The results were first ob-
tained for a smooth channel in the thermal entry region. By com-
parison with correlation for thermal development flow@24#, the
computed results are in very good agreement in terms of local
Nusselt number~result not reported here!. For the ribbed channel,
the distributions of local Nusselt number in the vicinity of the rib
are shown in Fig. 10. As mentioned earlier, the agreement with
measured data@21# is good, especially in the recirculation region
(s.0.008 m); this is most important as shown later. Grid inde-
pendence of the results was checked in the range 0<y1<2 that
corresponds to the validity range of the wall treatment model
~shown in Fig. 4!.

3.2 Thermal Signal Amplification and Flow Analysis. As
presented in the Introduction, turbulent promoters are generally
introduced in order to enhance heat transfer. In the present study,
we especially focus on the recirculation zone that is generated by

Fig. 6 Temperature amplitude attenuation along the cylinder
wall thickness

Fig. 7 Effect of turbulence model choice on the Nusselt num-
ber prediction „ReÄ12,600…

Fig. 8 Streamlines „ReÄ37,200…; „a… Kim et al. †15‡ and „b…
present calculations

Fig. 9 Comparison of predicted and measured mean velocity
profiles „ReÄ37,200…
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the rib in front of aluminum wall in order to compensate the
cylinder wall damping effect. The recirculation regions upstream
and downstream of the rib have opposite effects on the heat trans-
fer. In the upstream bubble, the cold flow impinges on the rib side
wall and then moves toward the cylinder wall. In the downstream
bubble, the flow is reversed and the heated fluid is convected
toward the rib side wall, then up and away from the floor. The
obstruction in the flow would then increase transverse velocity
and turbulence levels. Figure 11 presents the effect of a rib (h
52 mm), mounted on the outer surface of the cylinder wall, on
the thermal signal variations at a position of 0.5 mm from the wall
and located within the fluid~point 2, Fig. 12!. Only oscillations
due to knocking combustion can be seen. It is clear that a rib
roughened surface gives good results in terms of amplitude am-
plification ~approximately 20 times in comparison with smooth
surface at the same location!. The presence of recirculation down-
stream of the rib~Fig. 12!makes the residence time of the fluid in
contact of the wall more important. Consequently, the fluid has
more time to collect the thermal signal. In fact, in downstream of
the rib, the flow is slowed down and the fluid is made stagnant.
For example, at point 2~Fig. 12!, the vertical velocity is ten times
smaller than the velocity for the smooth surface case at the same
location~0.05 against 0.5 m/s!. Thus, the passage of the fluid just
behind the rib occurs after a larger residence time along the cyl-
inder wall. These results are similar to those reported by Ollivier

et al. @25# who studied recirculation inside a groove made in the
cylinder wall. Indeed, they found that the enhancement of the
variations was a function of both residence time and fluid velocity.
On the other hand, the increase in turbulence, resulting from the
obstruction of the boundary layer formation, intensifies the mixing
of the fluid and gives rise to the effective conductivity of the
cooling water in the region behind the rib. The higher effective
thermal conductivity results in higher heat diffusion rates and im-
provement in temporal variations in temperature.

3.3 Effect of Rib Characteristics

3.3.1 Rib’s Shape and Rib’s Number.Two different rib
shapes, square and cylindrical, are used to find the optimum rib
geometry. A triangular geometry was not considered because it
does not give good performance@26# in comparison with the oth-
ers. Ribs with 2 mm of height are used for each situation. Figure
13 shows that the square rib gives more amplification of the ther-
mal signal while the cylindrical one does not present any signifi-
cant modification compared to the smooth wall configuration~re-
cording point is shown in Fig. 14!. Streamlines plotted in Fig. 14
can explain this behavior. We observe that very small recirculation
is generated behind the cylindrical rib. Consequently, the flow
downstream the rib is not disturbed enough, and turbulent inten-
sity is very low to promote turbulent heat transfer.

The effect of two square ribs instead of one rib was examined
~Figs. 15 and 16!. The amplification of the thermal signal was
about 10% higher in comparison with one rib. This small variation

Fig. 10 Comparison of predicted and measured local Nusselt number „ReÄ12,600…

Fig. 11 Temporal variation of thermal signal in the fluid „0.5
mm from the wall… Fig. 12 Recirculation zone downstream the rib „ReÄ12,000…
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is certainly due to the fact that the flow structure in the recircula-
tion zone does not change significantly in downstream of the sec-
ond rib as compared to the first one. Indeed, Lee and Abdel-
Moniem @27# showed that for successive ribs, the reattachment

length ranges around three times the rib height. Thus, the velocity
and the turbulent intensity in the separation/reattachment region at
the upper region of the cylinder wall do not vary greatly. At the
recording point~Fig. 16! the velocity magnitude was around 0.05
m/s for both cases. We note that more than two ribs were not
considered owing to the narrowness of the interesting cylinder
region regarding the heat transfer~near the TDC!.

3.3.2 Rib Dimensions.As presented previously, the thermal
signal amplification depends on the flow structure. Thus, the effect
of rib dimension is examined here. Two square rib situations are
used with different heights (h51 mm and 2 mm! while the ratio
width-to-height is kept constant. As shown in Fig. 17, a rib with 1
mm height does not perform as well as the larger rib. This is due
to the size of the bubble downstream of the rib, which depends

Fig. 13 Thermal signal variation for different rib geometries

Fig. 14 Flow structure downstream of the ribs „ReÄ12,000…

Fig. 15 Effect of rib number on thermal signal variations „h
Ä2 mm …

Fig. 16 Flow structure downstream of one or two ribs
„ReÄ12,000…

Fig. 17 Thermal signal variation for rib heights of 1 mm and
2 mm
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directly on the rib dimensions. Smaller recirculations generate
smaller residence time for the fluid near the heated wall.

Figure 18 shows the profiles of the kinetic energy of turbulence
for square ribs (h51 mm, h52 mm). High levels of turbulence
were predicted close to the ribbed wall and in the recirculation
region in comparison with the flow near the outer wall, and espe-
cially near the leading edge of the rib. This is due to the accelera-
tion of the fluid and the strong shear at the rib top. The 2 mm rib
increases the turbulence more than the other as expected. The
increase in the turbulent kinetic energy yields an increase in the
eddy diffusivity of the flow. Finally, we can state that both the
increase of fluid residence time along the heated wall and the
enhancement of the fluid effective diffusivity by the turbulence
lead to the improvement of the thermal signal compared to the
smooth wall case.

3.4 Effect of Recording Point Position in the Recirculation
All the results presented previously are recorded at 0.5 mm from
the wall and 1 mm behind the rib. To illustrate the influence of
thermal signal recording location, three positions are studied. All
are situated at 0.5 mm from the cylinder wall but at different
distances from the rib~Fig. 12!. Results show that the signal be-
comes increasingly weaker as one approaches the center of recir-

culation ~Fig. 19!. Indeed, the fluid particles at points 1, 2, and 3
~Fig. 12! have different trajectories and different levels of veloc-
ity. Moreover, the trajectory of Point 1 is very close to the wall,
this makes it possible for fluid to better collect the signal. It is
important to notice that Ollivier et al.@25# observed the same
phenomenon in a recirculation zone generated inside a groove.

3.5 Effect of Heat Flux Level. In the results presented pre-
viously, wall heat fluxes of 4 MW/m2 and 16 MW/m2 were used,
respectively, for normal and knocking combustion. Table 1 pre-
sents several intensities of wall heat flux encountered in literature.
These values were employed to analyze the effect of heat transfer
intensity on the thermal signal within the fluid. Figure 20 shows
that the thermal signal amplitude~Point 2, cf. Fig. 12! is propor-
tional to the amount of heat exchange. This is due to the rise in
temperature at the outer wall of the cylinder which is proportional
to heat flux levels.

In all studied cases, while the presence of the rib amplifies the
thermal signal, the total signal variation does not exceed 0.4 K
~i.e., 230.2 K!. For industrial applications, this magnitude may be
difficult to detect in a noisy engine environment. However, Bauer
et al. @28# showed that small temperature fluctuations~less than 1
K! of exhaust gas can be measured in an intake port of a SI
engine. A new measuring technique was developed by Bourouga
et al.@29#, which has been used to evaluate the unsteady tempera-
ture distribution and the heat flux within the cylinder head of a
diesel engine. It allows detecting thermal signal variations with
less than 0.5 K of amplitude. This shows that the detection of
knock occurrence can be achieved by the presently proposed
method. The chosen instrumentation and its calibration has to be
accurate enough.

The thermal signal may further be improved by the use of a
liquid with a suspension of nanoparticles~called nanofluid!, which
offer a much higher effective thermal conductivity than normal
fluids @30,31#. Roy et al.@31# found that, in a radial flow cooling
systems, a nanoparticle volume fraction of 5% gives an increases
of 30% in the average wall heat transfer coefficient for water/

Fig. 18 Turbulent kinetic energy contours for square ribs „Re
Ä12,000…

Fig. 19 Thermal signal variation at different locations within
the fluid

Fig. 20 Effect of heat transfer intensity on thermal signal am-
plitude

Table 1 Wall heat flux intensities for normal and knocking
conditions

Reference
Normal combustion

~MW/m2!
Knocking combustion

~MW/m2!

Douaud@6# 10 40
Enomoto et al.@7# 4 16
Lu et al. @9# 2.5 8
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Al2O3 nanofluid. It is also shown that local heat transfer is notice-
ably changed with the behavior of the hydrodynamic field~i.e.,
flow separation areas!. In the presently studied configuration, the
use of 5% water/Al2O3 nanofluid increases the thermal signal
variations by 20% over that predicted using water alone.

4 Conclusion
Numerical simulation of transient heat transfer around a water-

cooled combustion chamber coupled withRANS flow analysis was
carried out. Knocking combustion generates higher wall heat
fluxes than normal combustion. A program that enables fixing
instantaneous heat flux on the inner side of the cylinder was de-
veloped. Thermal signal is collected within the flow at a position
of 0.5 mm from the wall relative to rib heights ranging from 1 to
2 mm. The results demonstrate the viability of a nonintrusive sen-
sor implementation in order to detect knock appearance.

Thermal signal variations are found to be considerably ampli-
fied ~about 20 times!when square ribs, acting as turbulent pro-
moters, are used. Flow and thermal signal analyses show that
signal amplification depends on the flow structure in the vicinity
of the rib. The larger the circulation region, the higher the thermal
signal variations. Several configurations, which account for rib
shape and dimensions, were examined. Computed results show
that the square rib situation, whereh52 mm, gives the best per-
formance. Otherwise, it is shown that amplification magnitude
depends on the position where the thermal signal is collected. To
conclude, the present study showed that a rib, placed on the ex-
ternal side of the cylinder, in conjunction with thermal signal
analysis outside the combustion chamber, enables knock to be
detected.

Nomenclature

D 5 channel height, m
e 5 wall thickness, m
h 5 rib height, m

hc 5 heat transfer coefficient, W m22 K21

h8 5 enthalpy fluctuation, J kg21

I 5 turbulence intensity
k 5 turbulent kinetic energy, m2 s22

, 5 connecting rod length, m
Pi 5 pitch, m

r 5 crankshaft radius, m
s 5 curvilinear length, m

Tm 5 time average temperature, K
U 5 velocity, m s21

Um 5 mean velocity, m s21

u 5 velocity fluctuation, m s21

w 5 rib width, m
x 5 spatial coordinate, m
y 5 spatial coordinate, m

y1 5 wall unit (dAtw /r/n)
z 5 spatial coordinate, m

Greek Letters

d 5 distance between the wall and the first node of the
grid, m

d i j 5 Kronecker symbol
e 5 turbulent kinetic energy dissipation rate, m2 s23

l 5 thermal conductivity, W m21 K21

m 5 dynamic viscosity, kg m21 s21

u 5 crank angle, deg

Subscript

ext 5 external
i, j, k 5 i, j, andk directions

s 5 smooth
w 5 on the wall
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Modulated Air Layer Heat and
Moisture Transport by Ventilation
and Diffusion From Clothing With
Open Aperture
A two-dimensional model is developed for the modulated internal airflow, due to walking,
in the gap between clothing and skin surface in the presence of clothing apertures. The
normal airflow renewing the air layer through the fabric is modeled using the Ghali et al.
three-node fabric ventilation model with corrected heat and moisture transport coeffi-
cients within the fabric voids to include the diffusion-dominated transport processes in the
fabric at low normal flow rates that occur near the open aperture. The parallel flow is
induced by a periodic pressure difference between environmental pressure at the aperture
of the clothing system and trapped air layer pressure. The parallel flow in the trapped air
layer is assumed to be locally governed by the Womersley solution of time-periodic lami-
nar flow in a plane channel. The two-dimensional (2D) model that uses, in the parallel
direction, the Womersley flow of the trapped air layer has predicted significantly lower
flow rates than a model based on an inertia-free quasi-steady Poisueille flow model (valid
only at low ventilation frequencies). In addition, the model predicted lower sensible and
latent heat losses from the sweating skin in the presence of open apertures in the clothing
system. The percentage drop in total heat loss due to open aperture is 7.52%, and 2.63%,
at ventilation frequencies of 25, and 35 revolution per minute, respectively. The reported
results showed that under walking conditions, a permeable clothing system with an open
aperture reduced heat loss from the skin when compared to a normal ventilation model
(closed aperture). These results were consistent with previously published empirical data
of Lotens and Danielsson on air layer resistance for open and closed apertures in high air
permeable fabrics.@DOI: 10.1115/1.1857949#

Keywords: Clothing Ventilation Model, Modulated Microclimate Air Layer, Womersley
Flow, Steady Periodic Heat Transfer in Clothing

Introduction
Heat and moisture transport from the human skin are initiated

by gradients of temperature and moisture concentration of the air
within the fabric, the air space between the skin and the fabric,
and the ambient air. The transport processes are not only of dif-
fusion type but are enhanced by the ventilating motion of air
through the fabric initiated by the relative motion of the human
with respect to the surrounding environment. The size of the air
spacing between the skin and the fabric varies continuously in
time, depending on activity level and location, thus inducing vari-
able airflow in and out of the fabric. The induced airflow venti-
lates the fabric and contributes to the augmentation of the rate of
condensation and adsorption in the clothing system and to the
amount of heat and moisture loss from the body. During body
motion, air penetrates in and out and ventilation is obtained with-
out gross environmental air movement@1,2#.

For the past two decades, the so-called pumping or bellows
effect has been studied, and its importance to the heat and mass
transfer of the human body has often been discussed@3–6#. In
order to describe the dynamic behavior, Jones et al.@7,8# de-
scribed a model of the transient response of clothing systems,
which took into account the sorption behavior of fibers, but as-
sumed local thermal equilibrium with the surrounding air. They
compared the prediction of heat loss by the model with experi-

mental data from thermal manikin tests and found reasonable
agreement. Recently, Li and Holcombe developed a mathematical
model in which a human thermoregulatory model was combined
with a kinetic sorption model of fabrics to study the transient
thermal response of a clothed human@9#. Their model, however,
neglected ventilation effects between the air passing through the
fiber and the solid fiber. Ghali et al.@1# studied the effect of ven-
tilation on heat and mass transport through a fibrous material to
predict the transfer coefficients in a cotton fibrous medium. Their
model was further developed and experimentally validated to pre-
dict temporal variations in temperature and moisture of the air
within the fiber in a multilayer three-node model@10#. In realistic
applications, ventilation of the clothing system during human mo-
tion occurs by periodic motion of air in and out of the air spacing
as the fabric moves outward or inward towards the skin. Ghali
et al. @11# reported experimental data on sensible and latent heat
transport initiated by sinusoidal motion of a fabric plane about a
fixed mean air spacing thickness above a sweating isothermal hot
plate placed in a controlled environment. The periodic ventilation
effect, according to Ghali et al.@11# causes a temperature change
of about 2.5°C in the enclosed air layer temperature during one
period of oscillation of the fabric. A numerical three-node-fabric
model followed in the same work of Ghali et al. to analyze the
effect of fabric motion on the sensible and latent heat transport
from a wet isothermal skin. Their transient model predicted the
heat loss from the wet boundary and agreed fairly well with the
experimentally measured values. Ghaddar et al.@12# have later
coupled the three-node fabric model with Gagge’s two-node hu-
man thermoregulatory model@13# to predict the transient thermal
response of a walking human at variable levels of activity and
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ventilation frequencies. Ghaddar et al.@12# empirically derived
correlation of the evaporative and dry convective heat transport
coefficients from the skin to the lumped air layer as a function of
ventilation frequency.

Previous periodic ventilation models of fibrous media of Lotens
and Ghali et al. considered the impact of normal airflow@2,11#.
However, Lotens’ model was based on empirical equations that
restricted its use. Ghali et al. normal periodic ventilation model is
valid for normal airflow through the fabric, but is not applicable
for parts of the body where there is a parallel airflow to the fabric
at the sleeve and neck openings to the environment. A two-
dimensional model was further developed by Ghali et al.@14#
where parallel airflow to the fabric was present due to open aper-
tures in clothed arms~sleeve end!or trunk ~neck opening!using a
locally fully developed Poiseuille model for the flow in the paral-
lel direction. The reported reduction in sensible and latent heat
loss of the Poiseuille flow model of Ghali et al.@14# due to an
open aperture did not agree well with published experimental re-
sults of Lotens@2#. Ghali et al.@14# neglected the fluid inertia
associated with the flow modulation and reversal during the flow
cycle in the parallel direction and hence limited the model appli-
cability to low Womersley number. The Ghali et al. model had
another deficiency in the region close to the opening where the
normal low flow rate is small. In that region, the mechanism of
heat and mass transport through the fabric is dominated by diffu-
sion and the fabric three-node ventilation model would not be
accurate.

The objective of this work is to develop from first principles a
realistic 2D model that can be used to predict air exchange rates
within the internal air layer of a walking human at any speed in a
loose-fitting one-layer ensemble with open or closed. The model
will predict the skin heat and moisture transport resulting from the
periodic motion of fabric with respect to the skin during walking.
The periodic motion of the porous fabric above the skin induces
air exchange rates with ambient air in the normal direction
through the fabric and in the parallel direction through the open
aperture. Inertia effects of the modulated parallel internal air layer

flow to and from the ambient air through the aperture will be
accounted for by assuming the flow to be locally a Womersley
steady-periodic flow in a channel@15,16#. The air exchange in the
normal direction through the fabric will use the Ghali et al. three-
node absorption model@1#. In this work, the internal heat and
moisture transport coefficients in the fabric void are modified to
extend the applicability of the ventilation model to low normal
flow rates region near the open clothing apertures to the atmo-
sphere. The contribution of this work is in the novel approach to
modeling of the internal air layer using Womersley flow and the
extension of the 3-node fabric ventilation model of Ghali et al.
@1,10# to low normal flow rates when diffusion of heat and mois-
ture is dominant.

Mathematical Formulation of the Model
Figure 1~a!presents the schematic of the physical domain of

the air-layer-fabric system where an enclosed air layer of thick-
nessY and lengthL separates the fabric and the human skin. The
physical domain of the air-layer-fabric system represents a situa-
tion where skin is represented by a flat surface covered with cloth-
ing with one tight end~no air flow escapes! and the other end is
open to the atmosphere such as loose clothing openings at the
sleeves end or around the neck. The fabric upper boundary, rep-
resented by the Ghali et al.@10# fabric three-node model shown in
Fig. 1~b!, is assumed to have a sinusoidal up and down motion
that induces air movement through the fabric. The variation of the
height Y between is a periodic function of time at an angular
frequencyv(52p f /60) and amplitudeDY given by

Y5Ym1DY sin~vt ! (1)

The time variation ofY/Ym is shown in Fig. 1~c!. The fabric does
not touch the skin in the current study where the ratio ofDY/Ym
is less than unity. The sinusoidal motion is an approximate model
of the periodic change of air spacing layer thickness for a walking
person. Human gait analysis show repeated periodic pattern of
limb motion as a function of walking speed that can be approxi-

Fig. 1 Schematic of the physical domain of „a… the fabric-air layer-skin system;
„b… the fabric model, and „c… the variation in time of the ratio of air layer thickness
to the air layer mean thickness
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mated as a sinusoidal pattern@17#. One end of the air layer physi-
cal domain atx50 is impermeable to flow~closed!and the other
end atx5L is open to ambient air resembling the presence of a
clothing open aperture. The fabric thickness isef . The presence
of the open aperture atx5L coupled with the fabric periodic
motion will induce periodic flow exchange with the ambient air in
the parallel direction. The frequency of the oscillating motion of
the fabric is generally proportional to the activity level of the
walking human. The air spacing layer beneath the fabric will be
formulated as an incompressible layer.

In walking conditions, the clothed parts of the body such as
arms or trunks with no openings at the sleeve or neck~closed
apertures clothing! lose heat and moisture by ventilation of air
through the fabric~bellows-ventilation!. When open apertures are
present in the clothing system, 2D airflow develops in the air layer
during walking leading to both normal flow through the fabric and
parallel flow convection to the skin and fabric. Reduced normal
ventilation rates occur in the region close to the openings that
require modification of the fabric ventilation model transport co-
efficients to accommodate the diffusion dominant mechanism of
heat and moisture. In addition, the induced flow in the parallel
direction exhibits periodic motion with complete reversal for flow
from the atmosphere into the domain through the aperture during
the fabric upward motion and out of the domain to the atmosphere
during the fabric downward motion. At high frequency of motion,
the flow inertia associated with high modulation rates of the air
cannot be neglected.

In this section, the formulation of the periodic ventilation prob-
lem in the presence of an open aperture address:~i! The analysis
of the air flow through the upper fabric boundary using the three-
node fabric model@1#; and ~ii! the modeling of the internal air
layer motion and transport processes while accounting for the
flow inertia in the parallel direction due to the periodic motion and
flow reversal during the walking cycle.

Analysis of the Air Flow Through the Fabric. The analysis
of the airflow through the fabric boundary of the physical domain
depicted in Fig. 1~b!is based on the single lumped fabric layer of
three-node adsorption model described in detail by Ghali et al.
@1,11#. In summary, the three-node model lumps the fabric into an
outer node, inner node, and an air void node. The fabric outer
node represents the exposed surface of the yarns, which is in
direct contact with the penetrating air in the void space~air void
node! between the yarns. The fabric inner node represents the
inner portion of the ‘‘solid’’ yarn, which is surrounded by the
fabric outer node. The outer node exchanges heat and moisture
transfer with the flowing air in the air void node and with the
inner node, while the inner node exchanges heat and moisture by
diffusion only with the outer node. The air flowing through the
fabric void spaces does not spend sufficient time to be in thermal
equilibrium with the fabric inner and outer nodes. The moisture
uptake in the fabric occurs first by the convection effect from the
air in the void node to the yarn surface~outer node!, followed by
sorption/diffusion to the yarn interior~inner node!. The use of
lumped parameters of the fabric model nodes is commonly used in
thin permeable fabrics@18,19#. The mass and energy balances of
the fabric three-node model are found in detail in Ref.@1# and will
not be repeated here. According to Ghali et al.@11#, the three-node
fabric model predicted well the measured sensible and latent heat
loss from the skin due to periodic normal air flow through the
fabric induced by planer periodic up and down motion of the
permeable fabric above the skin with closed clothing apertures.
The presence of an open aperture in the system requires modify-
ing internal fabric transport coefficients to extend the applicability
of the normal ventilation model to low normal flow rates that will
occur near the openings. The diffusion model of heat and moisture
transport through the fabric is based on the effective dry and
evaporative resistance across the fabric@18,19#. The bridging of
both ventilation and diffusion models is done by updating the
appropriate internal transport coefficients in the fabric to accu-

rately predict the heat and moisture transport processes at zero and
low flow rates. At significant normal air flow rates, the three-node
ventilation model defines internal effective heat and mass transfer
coefficientsHco andHmo for the outer node of the fabric and void,
and the heat and mass diffusion coefficientsHci andHmi from the
outer to the inner nodes of the fabric. The modified effective heat
transfer coefficient between the air flow in the fabric void and the
outer node and their validation is given in the Appendix.

Modeling of the Internal Modulated 2D Air Layer

Air Flow Mass Balance. The flow inertia due to the periodic
oscillation of air in and out of the open aperture induced by the
fabric up and down motion will be accounted for by assuming the
flow to be locally a Womersley steady-periodic flow@15#. The air
and the water vapor mass balances and the air energy balance are
formulated in this section. The normal airflow passing through the
fabric layer during ventilation has an obvious significant impact
on the heat and mass transport at the fabric and from the skin.

In the presence of apertures in clothing systems, the flow of air
will take place in both the normal and parallel directions to the
fabric. The parallel flow is through the clothing open apertures
~sleeves, skirts, neck! and the normal flow is through air spaces
within the clothing void spaces. The parallel airflow is in contact
with the environment at the opening at thex5L boundary as was
shown in Fig. 1. The airflow in the parallel directionx has a
smaller pressure head loss compared with the flow through the
fabric layer, and hence it is expected to result in a significant flow
rate. Figure 2 shows the mass balance performed on an element of
heightY and thicknessdx. The general air layer mass balance can
then be written as:

]~raY!

]t
52ṁay2

]~Yṁax!

]x
(2a)

whereṁax is the mass flux in the parallel direction in kg/m2
•s and

ṁay is the normal air flow rate in they direction. Thex boundary
conditions for the air flow are

Fig. 2 Schematic representation of the air mass balance on
element of thickness dx
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ṁax~x50!50 (2b)

ṁax~x5L !5CDF 2ra

uPL2P`uG
1/2

@P`2PL# (2c)

where Eq.~2c! is derived from the pressure drop at the opening by
applying Bernoulli’s equation fromP` in the far environment (x
→`) to the opening atx5L, andCD is the discharge loss coef-
ficient at the aperture of the domain dependent on the discharge
area ratio of the aperture to the air layer thicknessY. The mass
flow rate in thex direction will be solved in terms of the driving
pressure gradient inx, while the flow rate in they direction is
governed by the pressure differential across the fabric between the
local air layer pressure at anyx and the atmospheric pressure and
depends on the permeability of the fabric material. The permeabil-
ity is affected by the type of yarn, tightness of the twist in the
yarn, yarn count, and fabric structure.

In this study the permeability of the fabric is considered con-
stant at the standard experimentally measured value under the
pressure differenceDPm50.1245 kPa@20#. To get the normal air-
flow passing through the fabric at other pressure differentials,
other than 0.1245 kPa, the amount of airflow is proportional to the
pressure differentials@1#. The normal airflow rate is then repre-
sented by

ṁay5
ara

DPm
~P2P`! kg/m2

•s (3)

wherea is the fabric air permeability~a54.99 cm3/cm2
•s!, and,P

is the air pressure of the air layer between the skin and the fabric
andP` is the outside environment air pressure.

The flow in thex direction, driven by time-periodic pressure
gradient, will be treated as locally governed by the Womersley
time-periodic laminar channel base flow@15,16,21#. Given the
oscillatory flow of the air, Womersley further simplifies the analy-
sis by assuming the channel to be of sufficient length such that the
flow is fully developed. With these simplifications, the governing
momentum equations of the parallel velocity at any positionx
becomes

]ux

]t
52

1

ra

]P

]x
1n

]2ux

]y2
(4)

Note that if the inertia term]ux /]t is neglected in Eq.~4!, then
the momentum equation reduces back to a quasi-steady Poiseuille
flow model for the parallel flow direction@14#. However, the driv-
ing pressure in the air layer is oscillating with the same frequency
of the normal motion frequency of the upper fabric boundary but
with a phase difference of~p/2!. At high normal fabric-ventilation
frequencies, the inertia term is significant. At the minimum fabric
position Ymin5Ym2DY and the maximum fabric positionYmax
5Ym1DY, the pressure in the air layer equalizes withP` before
the normal flow changes direction. The driving pressure gradient
in the x direction is written as follows:

2
1

ra

]P

]x
5Lx sinS vt1

p

2 D5Lx cos~vt ! (5)

where Lx is the pressure gradient amplitude factor that can be
solved to satisfy the air layer mass balance. Assuming a
frequency-separable transient solution, Eq.~4! is written for an
oscillating laminar flow in a channel as follows:

]ux

]t
5Lx cos~vt !1n

]2ux

]y2
, and uxS 6

Y

2
,t D50 (6)

A complete solution can be obtained analytically forux(y,t) in
dimensionless formux8(y,t) as follows,@21#:

ux8~y,t !5
ux~y,t !

Lx /v
5cos~vt !2S 1

x1
21x2

2D
3H Fx1 cosS y8

Y

2
A v

2n D coshS y8
Y

2
A v

2n D
1x2 sinS y8

Y

2
A v

2n D sinhS y8
Y

2
A v

2nGcos~vt !

1Fx2 cosS y8
Y

2
A v

2n D coshS y8
Y

2
A v

2n D
2x1 sinS y8

Y

2
A v

2n D sinhS y8
Y

2
A v

2nGsin~vt !J
(7)

where

x15cos~Y/2Av/2n!cosh~Y/2Av/2n!,

x25sin~Y/2Av/2n!sinh~Y/2Av/2n!,

and

y852y/Y

wherey origin is assumed at the center of the spacing heightY
between the boundaries at6Y/2. Equation~7! expresses the di-
mensionless axial velocity as a function ofy, t and the physical
parametersv andn. By prescribing a flow condition such as pres-
sure or volume flow rate in thex direction, with the same venti-
lation frequency, the value ofLx can be determined at any given
heightY. The mass flow rate per unit area can be calculated as a
function of time at any local positionx by integrating thex veloc-
ity ux8(y,t) over the height analytically or numerically which will
give the mass flow rate per unit depth as follows:

ṁax8 ~ t !5ṁaxY5ra

YLx

2v
F~ t ! (8a)

whereF is the dimensionless flow rate given by:

F~ t !5E
21

1

ux8~y8,t !dy8 (8b)

The air mass flow rate per unit depthṁax8 (t) is related to the
pressure drop in the channel through Eq.~6!. The pressure drop at
the opening (x5L) can be calculated by applying Bernoulli’s
equation fromP` in the far environment to the opening atx5L
@see Eq.~2b!#. Since the mass flow rate is modeled as a function
of pressure differences independently in thex and y directions,
then the mass balance of the air layer would result in a pressure
equation that can be solved numerically at any discrete location
within the air layer as a function of time while satisfying the
imposed boundary conditions given in Eqs. (2b) and (2c).

Water Vapor Mass Balance. Once the pressure and mass
flow rates in the air layer are determined, the water vapor mass
balance is performed on the air layer. During the oscillation cycle,
the air from the environment will move through the fabric void
into the air layer when the pressure in the air layerPa(x) is less
than that of the environmentP` . The airflow into the air spacing
layer coming from the air void node of the fabric will have the
same humidity ratio as the air in the void space of the fabric. The
water vapor mass balance for the air spacing layer whenPa(x) is
less thanP` is given by
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]~raYwa!

]t
5hm~skin-air!@Psk2Pa#2ṁaywvoid2

]~Yṁaxwa!

]x

1D
ra~wvoid2wa!

ef /2
Pa~x!,P` (9a)

When the pressure in the air layerPa(x) is greater thanP` , the
airflow through the fabric void space leaving the internal air layer
will carry the same humidity ratio of that air layer. Then the water
vapor mass balance for the air spacing layer whenPa(x) is greater
thanP` is given by

]~raYwa!

]t
5hm~skin-air!@Psk2Pa#2ṁaywa2

]~Yṁaxwa!

]x

1D
ra~wvoid2wa!

ef /2
Pa~x!.P` (9b)

wherehm(skin-air) is the mass transfer coefficient between the skin
and the air layer,Pa is the water vapor pressure in the air layer,wa
is the humidity ratio of the air layer,Psk is the vapor pressure at
the skin solid boundary,wvoid is the humidity ratio of the air void,
ef is the fabric thickness, andD is the diffusion coefficient of
water vapor into air. The terms on the right hand side of Eqs. (9a)
and (9b) are explained as follows: The first term represents the
mass transfer from the skin to the trapped air layer where the mass
transfer coefficient at the skin to the air layer is obtained from
published experimental values of Ghaddar et al.@14#; the second
term is the convective mass flow coming through the fabric voids;
the third term represents the net flux in the parallel direction; and
the last term is the water vapor diffusion term from the air layer to
the air in the fabric void due to the difference in water vapor
concentration.

Energy Balance of the Air Layer. The energy balance for
the air–vapor mixture in the air spacing layer will be performed
taking into account the parallel air motion, as well as the normal
motion direction of the fabric and its effects on the properties of
the air mass that enters the domain and leaves the domain during
the oscillatory upward and downward motion of the fabric bound-
ary. An energy balance of the air spacing of the fabric expresses
the rate of change of the energy air–vapor mixture of the air-layer
in terms of the external work done by the environment on the air
layer, the evaporative heat transfer from the moist skin, the dry
convective heat transfer from the skin, the convection of heat to
the air layer associated withṁay coming through the upper
boundary, and the heat diffusion from void air to confined air
layer due to gradients in temperature and water–vapor concentra-
tions. The energy balance of the air layer whenPa(x) is less than
P` is given by

]

]t
@raY~CvTa1wahf g!#1P`

]Y

]t

5hm~skin-air!hf g@Psk2Pa#1hc~skin-air!@Tsk2Ta#

2ṁay@CpTvoid1wvoidhf g#2
]Y@ṁax~CpTa1wahf g!#

]x

1hm~ f -air!hf g@Po2Pa#1hc~ f -air!@To2Ta#

1Dhf g

ra~wvoid2wa!

ef /2
1ka

~Tvoid2Ta!

ef /2
Pa~x!,P`

(10a)

When Pa(x) is greater thanP` , the energy balance in the air
spacing layer becomes

]

]t
@raY~CvTa1wahf g!#1P`

]Y

]t

5hm~skin-air!hf g@Psk2Pa#1hc~skin-air!@Tsk2Ta#

2ṁay@CpTa1wahf g#2
]@Yṁax~CpTa1wahf g!#

]x

1hm~ f -air!hf g@Po2Pa#1hc~ f -air!@To2Ta#

1Dhf g

ra~wvoid2wa!

ef /2
1ka

~Tvoid2Ta!

ef /2
Pa~x!.P`

(10b)

whereka is the thermal conductivity of air,hc( f -air) is the convec-
tion coefficient from the fabric to air, andhm( f -air) is the mass
transport coefficient from the fabric to air. The fabric to air paral-
lel transport coefficients can be taken similar to those from skin to
air. Since the fabric void thickness is very small, conduction of
heat from the fabric void air to the trapped air layer is represented
by the law of the wall as shown in the last two terms of Eqs.~10a!
and ~10b!.

Numerical Procedure
The control volume methodology is used to divide the air layer

into grids of sizeDx and heightY(t) as shown in Fig. 3. Each
grid volume contains a lumped adsorption system of fibrous inner,
outer nodes and air void as the upper boundary. The discrete air
pressure at the volume center is defined as:

Pi
n5Pa~nDt,~xi1xi 11!/2! $ i 50¯Nx% (11)

wheren is the discrete time step number. Note thatY is assumed
to be constant in thex direction, but the formulation can easily be
extended to a variable air layer thickness inx direction if quasi-
parallel flow conditions are applicable (dY/dx!1).

In this work, only the discrete model equations for the air mass
balance are given to illustrate the methodology. There are two
different airflows for each location: Airflow through the fabric in
they direction,ṁay , and airflow parallel to the fabric layer in the
x direction. At the end boundaryx5L, there will be a flow direct
to or from the environment,ṁ0 . The mass flow rates inx is
dependent on the pressure gradient parametersLx , while ṁay
depends on pressure difference (Pa2P`). The integral in Eq.
(8b) of the dimensionless volumetric flow rateFn at tn5nDt is
evaluated analytically and numerically at the discrete times dic-
tated by the numerical scheme stability and convergence condi-
tions for the time step sizeDt. The temporal integration of the air
layer mass balance for an internal control volume nodei is per-
formed using a first order Euler–Forward scheme. The discrete
form of the air mass balance is given by

raS dYn

dt D5gay~P`2Pi
n!2ra

Yn

2v
FnFLx~ i !2Lx~ i 21!

Dxi
G

(12a)

wheregay is a linearized coefficient in y direction, kg/kPa•s•m2

obtained from Eq.~2! as:

Fig. 3 Computational grid system
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gay5
ara

DPm
(12b)

Equation ~12! has two unknowns:Pi
n and Lx( i ) . The gradient

factor Lx( i ) is correlated to the pressure by

Pi 115Pi1raLx~ i !Dx sin~vt ! (13)

At the boundary node with no axial flow (x50), the mass balance
for the first node of the air layer is given by

ra

dYn

dt
5gay~P1

n2P`!1ra

Yn

2v
FnS Lx~1!

Dx D (14)

At the opening to atmosphere (x5L), the mass flow rate to the
environment is governed by the Bernoulli equation giving

ṁo5go~P`2PNx

n ! (15a)

where go5CD(2* ra /(uPN
n 2P`u))1/2. At the boundary control

volume, the mass balance is given by

ra

dYx
n

dt
5go~PN

n 2P`!1gay~PN2P`!1ra

Yn

2v
FnS Lx~N!

Dx D
(15b)

The termLx(N21) is omitted since a central node is used for the
pressure and the open end is balanced by flow induced by the
pressure gradient at nodeN(Lx(N)) and byṁo at the open bound-
ary. The above equations will be solved at each time step for the
pressurePi

n andLx( i ) at every node in the computational domain.
Then the pressure is used to determine the air flow in each direc-
tion. The pressure and the airflow rates follow as direct inputs in
the water vapor mass balances and the energy balances of the air
layer control volume, and of the fabric nodes and void space.
These equations will be integrated numerically using first-order
Euler–Forward scheme in time and control volume methodology
in space. The vapor pressure of the flowing air in the air spacing
layer or in the fabric voids is related to the air relative humidity,
RH, and temperature and is calculated using the psychometric
formulas of Hyland and Wexler@22# to predict the saturation
water–vapor pressure and hence the vapor pressure at the speci-
fied relative humidity. The regainR of the cotton material has a
definite relation to the relative humidity of the water vapor
through a property curve of regain versus relative humidity. The
property curve is fitted with an interpolation function given by:

RH526.333R3223.73373R2110.423R20.05 (16)

The solution will proceed at each time step by assuming a value of
the pressure at nodeNx , calculatinggo , solving the pressure
equation forLx in Eq. ~12a!concurrently with the pressure recur-
rence formula in Eq.~13! at all the internal nodes. The solution
will produce a new value ofPNx which will be used again in the
solution of Eqs.~12! and ~13! until the solution converges where
the percent error in the pressure between any two iterative steps is
less than 1025%.

Several numerical tests were performed to assure a grid inde-
pendent and stable numerical solution. For a domain of lengthL
50.5 m CD51, Ym538.1 mm, andDY56.35 mm at different
mesh size to get a grid independent solution in axial direction.
Both the uniform and nonuniform grid distributions are tested for
a domain lengthL50.5 m. The size of the uniform grid ofDx
50.01, 0.005, and 0.004 m were used to generate the solution.
The program was also run with a variable gird size; 0.005 at
opening and 0.01 for inner parts since the higher gradient of par-
allel flow occurs near the opening. For our simulations, a variable
grid size of 0.005 m at opening and 0.01 in the interior were used
in the runs and produced grid independent results. The size of the
time step was taken at 0.01 and 0.001 s over a total integration
period of 3600 s. At low frequencies, the higher time step of 0.01
s was sufficient to produce a stable accurate solution with the
selected grid size.

Results and Discussion
Simulations are performed for a domain of lengthL

50.5 mCD51, Ym538.1 mm, andDY56.35 mm at three differ-
ent frequencies for the 2D normal-parallel flow model. The selec-
tion of the length is based on the realistic physical length of a
sleeve, or cloth-covered trunk between the waist and the aperture
at the neck. The mean spacing size and amplitude of oscillation
replicate experimental values used in published work@11#. The
ambient conditions are taken at 25°C and 50% RH and the skin
condition is saturated at 35°C and 100% relative humidity. The
numerical simulation results from the model predict transient
steady periodic mass flow rates in normal and parallel direction,
fabric regain, internal air layer temperature and humidity ratio,
fabric outer node temperature and heat sensible and latent heat
transfer quantities from the skin surface. Heat losses will be com-
pared with the limiting case results of normal flow, 2D Poisueille
flow model of Ghali et al.@14# and with published empirical re-
sults of Lotens@2#.

Figures 4~a!and 4~b!show the variation in time of the internal
modulated air layer parallel flow rate and normal mass flux@Fig.
4~a!# ṁax8 and @Fig. 4~b!# ṁay , respectively, atx50.2L, 0.4L,
0.6L, 0.8L andL using the Womersley model for the parallel flow
at the frequency of 25 rpm,CD51, Ym538.1 mm, andDY
56.35 mm. To study the extent of the rate of air renewal rates in
the internal air layer, the time-averaged mass flow rate is calcu-
lated over half cycle periodt during upward motion or downward
motion as the fabric moves from the lowest position with respect

Fig. 4 The variation with time of the internal modulated air
layer parallel flow rate and normal mass flux „a… ṁ ax8 and „b…
ṁ ay , respectively, at xÄ0.2 L, 0.4 L, 0.6 L, 0.8 L and L using the
presented Womersley model for the parallel flow at the fre-
quency of 25 rpm, CDÄ1, YmÄ38.1 mm, and DYÄ6.35 mm
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to the fixed skin surface to the highest position. The time-averaged
mass flow rate per unit depth in thex direction is defined by

ṁax8 5
2

t Et/4

3t/4

ṁax~ t !Y~ t !dt (17)

Figure 5 shows the variation of the parallel time averaged mass
flow rate per unit depth for Womersley and Poiseuille models at
three different ventilation frequencies of 15, 25, and 35 rpm for
CD51, Ym538.1 mm, andDY56.35 mm. The mean air mass
flow rate in thex direction increases sharply close to the open
boundary. The Womersley model parallel mass flow rate values
approach the Poisueille model values as the ventilation frequency
decreases (Wo!1). The ratios in percentage of the parallel flow
rate through the opening (x5L) of the Womersley-based model to
the Poisueille-based model are 16.3%, 31.25%, 73.68% and cor-
responding to frequencies of 15, 25, and 35 rpm, respectively. In
the Poiseuille flow, as the frequency increased, the flow rate in-
creased. In the Womersley flow, as the frequency increased the
flow rate decreased to approach that of Poiseuille at low fre-
quency. This behavior is inherent in the solution of the momentum
equation@Eq. ~6!# where at a fixed amplitude of the driving pres-
sure gradient, the channel maximum mass flow rate increases with
the frequency up to a critical value of the Womersley number of
Wo51.107 and then the flow rate decreases with increased fre-
quency @21#. As Wo→` ~inertia prevails!, the maximum mass
flow rate approaches zero for any value of the driving pressure
gradient.

Figure 6 shows the fabric space-averaged total regain as a func-
tion of time for the 2D Womersley-model~open aperture!com-
pared to the one-dimensional~1D! Poisueille-model~open aper-
ture! and the 1D normal flow model~closed aperture!at f
525 rpm,CD51, Ym538.1 mm, andDY56.35 mm. Figure 7~a!
shows the variation in time of the internal air layer temperature at
x50, 0.6 L, 0.8 L, and L, and for the 1D normal flow model at the
frequency f 525 rpm, CD51, Ym538.1 mm, and DY
56.35 mm. The variation in amplitude of the air layer tempera-
ture at the opening is higher than that of internal nodes because of
the difference between incoming fresh air at 25°C and the human
skin temperature at 35°C. Figure 7~b! the space-averaged tem-
perature over the length of the domainL of the internal air layer of
the 2D model, and the air layer temperature of the 1D normal flow
model are shown as a function of time. Similarly, the internal air
layer space-averaged humidity ratios of the 2D and 1D models are
plotted as a function of time atf 525 rpm in Fig. 7~c!. The air
layer space-average temperature of the 2D model modulates over
a temperature difference~between maximum and minimum! of
1.825°C compared to 1.5°C for the 1D model. Figure 8~a! shows

the spatial variation inx direction of the steady periodic tempera-
tures of the outer node and the internal air layer. Maximum values
of the outer node temperature and internal air layer temperature
occur atx50.405 m andx50.384 m, respectively. The effect of
parallel flow convection through the opening is to produce a net
cooling effect close to the boundary better than 1D normal model,
while ventilation is providing faster renewal of air by ventilation
across the portion of length near the closed boundary. Since the
peak ventilation normal mass flow rate through the fabric is al-
most twice that entering from the aperture, it is expected to have
more influence to move the local peak of the outer node and air
layer temperatures towards the open aperture. A similar behavior
is observed in Fig. 8~b!of the internal air layer steady-periodic
humidity ratio variation inx. The air layer temperature rises as the
location is nearer the opening from 0.4 to 0.8 L and drops from
0.8 L to L. At the opening, the air layer temperature is lower as
would be expected.

The presented results indicate that the presence of the opening
has actually reduced the cooling effect on the internal air layer and
consequently will reduce the sensible and latent heat losses. Fig-
ures 9~a!and 9~b!show the parallel Womersley flow model time-
averaged@Fig. 9~a!# sensible and@Fig. 9~b!# latent heat losses
from the skin in W/m2 as a function ofx at three different venti-
lation frequencies of 15, 25, and 35 rpm forCD51, Ym
538.1 mm, andDY56.35 mm. The Poiseuille model results of
Ghali et al. atf 525 rpm is also shown in the figures for compari-
son. The heat losses are higher at the boundary open to atmo-
sphere because of the big difference between the temperature and
humidity ratio between room conditions and the skin condition.
The local minimum heat loss occurs atx535.5, 42, and 45 cm at
f 515, 25, and 35 rpm, respectively. At higher frequencies, the
effect of the opening on the heat loss is reduced. The Poiseuille
model of the parallel flow results in artificially increased heat
losses in the region close to the opening where 90% of the heat
loss takes place betweenx530 cm andx550 cm while decreas-
ing the normal ventilation effect to almost zero in the internal
region next to the closed end (x50 to x530 cm). The time and
space-averaged total heat loss of the current Womersley model of
the parallel flow is calculated as 247.04 W/m2 compared with 152
W/m2 calculated using the Poiseuille parallel flow model. The
Poiseuille flow model of the parallel air flow fails at high frequen-
cies to predict the heat losses from a clothed skin with open ap-
erture.

Heat losses predicted by the current Womersley model for the
open aperture system are compared with the 1D ventilation model
~close aperture!. The time and space-averaged sensible and latent
heat losses from the skin are calculated at frequencies of 15, 25,
and 35 rpm, and the corresponding heat losses of the 1D normal
flow model ~closed aperture!. Table 1 shows the time and space-

Fig. 5 The variation of the Womersley and Poisueille models
time-averaged mass flow rates with x at three different ventila-
tion frequencies of 15, 25, and 35 rpm for CDÄ1, Ym
Ä38.1 mm, and DYÄ6.35 mm

Fig. 6 The fabric space-averaged regain as a function of time
for the both the Womersley and Poiseuille 2D models of parallel
flow „open aperture …, and the 1D normal flow model „closed
aperture…
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averaged sensible and latent heat losses from the skin at ventila-
tion frequencies of 15, 25, and 35 rpm, and the corresponding heat
losses of the 1D normal flow model~closed aperture!. The results
show that the presence of the opening has resulted in lower sen-
sible and latent heat loss than the 1D model representing the
closed aperture. The percentage drop in total heat loss due to open
aperture is 18.3%, 7.52%, and 2.63%, at ventilation frequencies of
15, 25, and 35 rpm, respectively. These results are consistent with
published experimental data of Lotens@2# and Danielsson@3#.
Lotens has reported experimental measurements of the internal air
layer evaporative resistance at the skin and in the internal air layer
as a function of open or closed apertures and walking speed for

high air permeable clothing ensemble made of cotton fabric. He
noticed that the resistance to vapor transfer with closed and open
apertures are not very different regardless of the outside air veloc-
ity. His results show that vapor resistance from the body at zero
walking speed and 0.2 m/s wind is slightly higher for closed ap-
erture than for open aperture. However, as the walking speed is
increased to 0.694 and 1.388 m/s, the evaporative resistance at the
skin and in the internal air layer at the same wind speed of 0.2
m/s, decreased by 1.4% and 7.6%, respectively. Similar results
have been reported by Danielsson@3# on higher heat loss and
higher internal convective coefficients for closed aperture clothing
over various body parts as compared to respective values for open
aperture clothing at walking conditions. It is clear that for long
domains, the presence of the openings will only have a local effect
close to the boundary, while at the same time reducing the air
renewal flow rate by normal ventilation due to reduced pressure
difference through the fabric between the internal layer and the
environment.

Conclusions
The coupled convection heat and moisture exchange within the

clothing system subject to sinusoidal air layer thickness variation
about a fixed mean is theoretically modeled to predict the fabric
temperature and the transient conditions of the air layer located
between the fabric and the skin. The developed mathematical
model is based on the Womersley flow for the parallel flow direc-
tion and uses a three-node adsorption ventilation model for the
fabric in the normal airflow direction. The ventilation model trans-
port coefficients within the fabric have been modified to better

Fig. 7 The variation in time of „a… the internal air layer tem-
perature at xÄ0.4, 0.6 L, 0.8 L and L, at fÄ25 rpm and CDÄ1,
and for the 1D normal flow model at fÄ25 rpm, „b… the 2D
space-averaged internal air layer temperature over the length L
and 1D normal flow model fÄ25 rpm, and „c… the 2D space-
averaged humidity ratios of the 2D and 1D models at f
Ä25 rpm

Fig. 8 The Womersley-based 2D model time-averaged „a… sen-
sible and „b… latent heat losses from the skin in Watt Õm2 as a
function of x at three different ventilation frequencies of 15, 25,
and 35 rpm for CDÄ1, YmÄ38.1 mm and DYÄ6.35 mm. The
Poisueille-based 2D model at fÄ25 rpm is also shown.
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predict transport processes in the fabric when low normal venti-
lation flow rates exist near openings to the atmosphere.

The developed model of the internal air layer flow rates using
locally the Womersley flow model shows that inertia term due to
air modulation plays a significant role in reducing air mass flow
rate in the direction parallel to the fabric and brings the results
closer to the experimental findings of Loten@2# that show slight
reduction in heat loss for closed aperture clothing. Neglecting air
flow inertia, results in a significant reduction of the normal venti-
lation rate and an increase in the air layer temperature.

The current model approach is novel in its consideration of the
periodic nature of air motion in the trapped layer between skin
and fabric from first principles that capture all the physical param-
eters of the system. The model provides an effective and fast

method of providing solution at low computational cost. This
makes the model attractive for integration with human body ther-
mal models to better predict human response under dynamic con-
ditions. The 2D motion within the air layer and its interaction with
the ambient air through the fabric and the aperture is a complex
basic problem. The introduction of the Womersley flow in the
parallel air flow has reduced the complexity of the solution and
predicts realistic mass flow rate through the apertures. In long
domains, the effect of the aperture is localized.
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Nomenclature

Af 5 area of the fabric~m2!
C 5 specific heat~J/kg•K!

CD 5 dimensionless flow discharge coefficient at the
aperture

D 5 water vapor diffusion coefficient in air~m2/s!
ef 5 fabric thickness~m!

f 5 frequency of oscillation of the fabric boundary
~ventilation frequency! ~revolution per minute!

hf g 5 heat of vaporization of water~J/kg!
had 5 heat of adsorption~J/kg!
Hci 5 conduction heat transfer coefficient between inner

node and outer node~W/m2
•K!

Hco 5 convection heat transfer coefficient between outer
node and air flowing through fabric~W/m2

•K!
hc( f -air) 5 heat transport coefficient from the fabric outer

node to the trapped air layer~W/m2
•K!

hc(skin-air) 5 heat transport coefficient from the skin to the
trapped air layer~W/m2

•K!
hce 5 heat transport coefficient from the fabric to the

environment air at zero normal flow~W/m2
•K!

hci 5 heat transport coefficient from the fabric outer
node to the trapped air layer~W/m2

•K!
hde 5 mass transport coefficient from the fabric to the

environment air at zero normal flow~W/m2
•K!

hci 5 mass transport coefficient from the fabric outer
node to the trapped air layer at zero normal flow
~W/m2

•K!
Hmi 5 diffusion mass transfer coefficient between inner

node and outer node~kg/m2
•kPa•s!

Hmo 5 mass transport coefficient between outer node and
air void in the fabric~kg/m2

•kPa•s!
hm( f -air) 5 mass transfer coefficient between the fabric outer

node and the air layer~kg/m2
•kPa•s!

hm(skin-air) 5 mass transfer coefficient between the skin and the
air layer ~kg/m2

•kPa•s!
ka 5 thermal conductivity of air~W/m•K!
L 5 fabric length inx direction ~m!

ṁax 5 mass flow rate of air per unit area inx-direction
~kg/m2

•s!
ṁax8 5 Parallel mass flow rate of air inx-direction per

unit depth~kg/m•s!
ṁay 5 mass flow rate of air per unit area iny-direction

~kg/m2
•s!

Pa 5 air vapor pressure~kPa!
Pi 5 vapor pressure of water vapor adsorbed in inner

node~kPa!
Po 5 vapor pressure of water vapor adsorbed in outer

node~kPa!
R 5 total regain in fabric~kg of adsorbed H2O/kg fi-

ber!
Rv 5 water vapor gas constant~50.461 kJ/kg•K!

RH 5 relative humidity~%!

Fig. 9 The parallel Womersley flow model time-averaged „a…
sensible and „b… latent heat losses from the skin in W Õm2 as a
function of x

Table 1 The time-space averaged sensible and latent heat
losses at various ventilation frequencies of the fabric and the
corresponding heat losses of the 1D normal flow model

Model

f 515 rpm f 525 rpm f 535 rpm

QL
~W/m2!

QS
~W/m2!

QL
~W/m2!

QS
~W/m2!

QL
~W/m2!

QS
~W/m2!

Normal flow
model ~closed
aperture!

154.5 28.7 225.3 41.9 280.97 52.81

2D Womersley
Flow Model
~open aperture!

124.48 25.24 207.99 39.06 273.61 51.39
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rpm 5 revolution per minute
t 5 time ~s!
T 5 Temperature~°C!
w 5 humidity ratio ~kg of water/kg of air!

Wo 5 Womersley number (Wo5(Y/2)Av/2n)
x 5 x coordinate in the parallel direction to the fabric

and skin
Y 5 instantaneous air layer thickness~m!

Ym 5 mean air layer thickness~m!
y 5 y direction

Greek Symbols

« 5 fabric emissivity
F 5 periodic dimensionless flow rate parameter in

x-direction
r 5 mass density of fabric~kg/m3!
v 5 Angular frequency (52p f /60) (rad/s)

Lx 5 Pressure gradient parameter inx-direction
~Pa•m2/kg!

a 5 fabric air permeability~cm3/cm2
•s!

n 5 kinematicair viscosity~m2/s!
s 5 Stefan Boltzman constant55.66931028 W/m2

•K4

Subscript

a 5 conditions of air in the spacing between skin and
fabric

i 5 inner node
o 5 outer node

sk 5 conditions at the skin surface
void 5 local air inside the void

` 5 environment condition

Appendix: Fabric Modified Ventilation Transport Coef-
ficients

At significant normal air flow rates, the Ghali et al.@11# three-
node ventilation model defines internal effective heat and mass
transfer coefficientsHco andHmo for the outer node of the fabric
and void, and the heat and mass diffusion coefficientsHci andHmi
from the outer to the inner nodes of the fabric@1#. The main
parameter predicted by solving the conservation equations of mass
and energy balances of the fabric nodes in the model is the fabric
regain ~amount of moisture retained by the fabric per kg of the
fabric!. The heat and mass transport coefficients, namelyHci8 ,
Hmi8 , Hco8 and Hmo8 are modified in this work to account for the
low flow rate range of the ventilation model when heat and mois-
ture diffusion dominate. At zero normal flow rate, the time-
dependent mass and energy balances for the diffusion model of a
relatively dry fabric placed in humid environment are derived
based on the dry and evaporative resistances of a lumped fabric
model first introduced by Farnworth@18# and simplified by Jones
and Ogawa@19#. The modeled fabric is cotton fabric with effec-
tive thermal conductivity of 0.042 W/m•K and is similar to the
fabric used in the experiments of Ghali et al.@1# which had a
thickness of 1 mm. The Biot number is equal 0.095 ath
54 W/m•K that justifies the lumped approach. The water vapor
balance of a fabric placed in humid air is simply given by

dR

dt
5

1

r fef
FP`2Pf

REhf g
1hDi~Pf2P`!1hDe~Pf2P`!G (A1)

where R is the fabric total regain,RE is the fabric evaporative
resistance,Pf is the vapor pressure in the fabric void space, and
hDi andhDe are the internal and external mass transfer coefficients
with the air layer and with the environment, respectively. The
energy balance in the fabric is

dTf

dt
5

1

r fCp ft f
FT`2Tf

RD
1r f t fhad

dR

dt
1hce~T`2Tf !1hci~T`

2Tf !12hr~T`2Tf !G (A2)

whereRD is the fabric dry resistance,hr is the linearized radiation
heat transfer coefficient based on average temperature given by
Holman @23#, had is the heat of adsorption,hci and hce are the
internal and external mass transfer coefficients with the air layer
and with the environment, respectively. Data onhad as a function
of relative humidity are found in the work of Morton and Hearle
@24#.

Equations~A1! and ~A2! are solved numerically for the same
fabric at conditions that replicate the reported original experimen-
tal data used for the development of Ghali et al.@1# three-node
ventilation model, where the fabric was initially conditioned for
24 h in a dry climatic chamber at a temperature of 30°C and
relative humidity of 30%. The same fabric was then transferred to
the wet chamber at temperature of 30°C and relative humidity of
80%. For the cotton fabric used in previous work, the dry resis-
tance is RD50.029 m2

•K/W and the evaporative resistance is
RE50.00505 m2

•kPa/W. In still air, the internal and external heat
convection coefficientshci andhce used in the diffusion model are
the same as those reported by Lotens@2#.

The transport coefficientsHmo8 and Hco8 were empirically de-
rived by Ghali et al.@1# and are found to increase linearly with the
air normal mass flow rate. The range of flow rates per unit area
considered by the reported study was from 0.00777 to 0.045
kg/m2

•s. Human gait analysis@17# reports that a walking speed of
0.9 m/s corresponds to 70 steps/min~ventilation frequency is 35
rpm!. The maximum mass flow rate during one walking cycle for
air passing through the fabric is at 35 rpm is 0.027 kg/m2

•s, while
at 25 rpm it is 0.0193 kg/m2•s. The flow rate ranges studied here
are practical for low to moderate walking speeds. It is of interest
to find the minimum flow rate of the ventilation model that could
reproduce the diffusion model results.

Figure A1 presents a plot of calculated fabric regain of the
Ghali et al. @1# ventilation model at various air flow rates from
zero to 0.05242 kg/m2•s. On the same graph, the diffusion model
regain in still air is plotted. At flow rates lower than 0.00777
kg/m2

•s, the ventilation model predicts lower regain than the dif-
fusion model. The diffusion model produces the lowest regain that
can physically take place in the fabric. However, at the mass flow
rate of 0.00777 kg/m2•s, the same value of the steady periodic
regain is predicted by both the ventilation model based on 3

Fig. A1 The predicted fabric regain using ventilation model for
the conditions of Ghali et al. experiment †1‡ at various air
flow rates from zero to 0.05242 kg Õm2"s. On the same graph, the
diffusion model regain in still air is shown.
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lumped nodes at different temperatures and humidity ratios and
the diffusion model based on lumping the fabric as one node. At
0.00777 kg/m2

•s, the relative error between the calculated regain
using the diffusion model and the regain using the ventilation
model is less than 0.01% and the difference between the calcu-
lated fabric temperatures using both diffusion and ventilation
models is less than 0.0005%. At low flow rates, the diffusion
model can easily be replaced by the three nodes model using the
lower bound of the values of transport coefficients at the flow rate
of 0.00777 kg/m2

•s. The modified effective heat transfer coeffi-
cient between the air flow in the fabric void and the outer node is
then given by

HCo8 5495.72ṁa21.85693 W/m2
•K, ṁa>0.00777 kg/m2

•s
(A3a)

HCo8 52.0 W/m2
•K, ṁa<0.00777 kg/m2

•s (A3b)

Similarly, the modified effective mass transfer coefficient between
the water vapor in airflow in the fabric void and the outer node is
given by

Hmo8 53.40831023ṁa21.276631025 kg/m2
•kPa•s,

ṁa>0.00777 kg/m2
•s (A4a)

Hmo8 51.371431025 kg/m2
•kPa•s, ṁa<0.00777 kg/m2

•s
(A4b)

A correlation factor of 0.999 is obtained forHco8 andHmo8 equa-
tions. The inner node transport coefficients used in the model
development have not changed and are as reported by Ghali et al.
@1# Hci8 51.574 W/m2

•K, andHmi8 57.5831026 kg/m2
•kPa•s.

To further validate the use of the above approach in simulating
the ventilation speeds from zero to high rates, the ventilation
model with the updated transport coefficients is used to predict the
original experimental values of sensible and latent heat loss by
ventilation due to fabric oscillating motion above a sweating hot
plate @11#. The ventilation model with updated transport coeffi-
cients is used to predict the fabric regain and the heat loss from
the skin due to the motion atYm538.1 mm andDY56.35 mm.
The experimentally reported time-averaged total~sensible and la-
tent! heat loss atf 525 rpm was 235.88 W/m2 and the reported
three-node ventilation model time-averaged total heat loss was
273.5 W/m2 @11#. The current modified transport coefficients of
the normal ventilation model better predicts the total heat loss at
266.4 W/m2, reducing the relative error to 12% between theoret-
ical and experimental values compared to 16% reported
previously.
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Simulation of Nanoscale
Multidimensional Transient Heat
Conduction Problems Using
Ballistic-Diffusive Equations and
Phonon Boltzmann Equation
Heat conduction in micro- and nanoscale and in ultrafast processes may deviate from the
predictions of the Fourier law, due to boundary and interface scattering, the ballistic
nature of the transport, and the finite relaxation time of heat carriers. The transient
ballistic-diffusive heat conduction equations (BDE) were developed as an approximation
to the phonon Boltzmann equation (BTE) for nanoscale heat conduction problems. In this
paper, we further develop BDE for multidimensional heat conduction, including nanos-
cale heat source term and different boundary conditions, and compare the simulation
results with those obtained from the phonon BTE and the Fourier law. The numerical
solution strategies for multidimensional nanoscale heat conduction using BDE are pre-
sented. Several two-dimensional cases are simulated and compared to the results of the
transient phonon BTE and the Fourier heat conduction theory. The transient BTE is
solved using the discrete ordinates method with a two Gauss-Legendre quadratures. Spe-
cial attention has been paid to the boundary conditions. Compared to the cases without
internal heat generation, the difference between the BTE and BDE is larger for the case
studied with internal heat generation due to the nature of the ballistic-diffusive approxi-
mation, but the results from BDE are still significantly better than those from the Fourier
law. Thus we conclude that BDE captures the characteristics of the phonon BTE with
much shorter computational time.@DOI: 10.1115/1.1857941#

1 Introduction
The feature size of electronic devices in current integrated cir-

cuits has become comparable to or even smaller than the phonon
mean-free path in the substrate that the devices are built on and is
projected to be much smaller in the next ten years. For example,
the mean-free path of the heat-carrying phonons in silicon is
;40–300 nm, depending on how it is estimated. The volumetric
heat generation rate inside ultrasmall semiconductor devices can
be expected to be very high because the device operating power
cannot be reduced below a certain level@1#. In addition, the
switching transient of these devices is approaching the phonon
relaxation time, which is on the order of 10–100 ps in silicon. It is
well recognized that heat conduction in micro- and nanoscale and
in ultrafast processes may deviate significantly from the predic-
tions of the Fourier law, due to the boundary and interface scat-
tering and the finite relaxation time of heat carriers@2#.

The phonon Boltzmann equation~BTE! and Monte Carlo simu-
lation can be used for simulating heat conduction processes con-
tinuously from nanoscale to macroscale in the regime where the
particle description of phonons is valid. For many nanostructures
and heat transfer configurations, past solutions of the BTE for
electron, neutron, and photon transport can be applied@3–5#.
However, the solution of the phonon BTE has been limited to few
simple geometrical configurations, such as thin films and super-
lattices@6,7#. The inherent difficulties associated with the solution
of the phonon BTE have significantly limited the consideration of
the size and transient effects in multidimensional real engineering

problems. Fewer studies have gone beyond nonplanar and multi-
dimensional geometries@8–11#. Approximate methods that are ca-
pable of capturing the major size effects but easier to implement
are thus desirable.

Recently the transient ballistic-diffusive heat conduction equa-
tions ~BDE! are derived from the phonon BTE under the relax-
ation time approximation@12,13#. The comparison of transient
heat conduction in thin films using BDE and the phonon BTE
shows that BDE can capture both the time retardation and the
nonlocal process, and thus can be applied to the fast heat conduc-
tion process and to small structures. As an early stage of develop-
ing simulation techniques for heat transport in practical nanoscale
devices, the BDE was applied to study the two-dimensional~2D!
heat conduction in nanostructures@14,15#. In this paper, we gen-
eralize BDEs to study multidimensional nanoscale heat conduc-
tion, including different kinds of boundary conditions and the
nanoscale heat source term. The numerical solution strategies for
BDE are presented. We also developed parallel solution strategies
for transient phonon BTE in multidimensional structures. Results
obtained from BDE are compared to the solution from the tran-
sient phonon BTE and the Fourier heat conduction equation.

2 Ballistic-Diffusive Equations
It has been demonstrated in the last decade that the phonon

BTE is a valid and useful tool for studying classical size effects on
phonon transport. Under the relaxation time approximation, the
phonon BTE can be written in the phonon intensity form as@16#

]I v

]t
1vW v•¹rWI v52

I v2I 0v

tv
1Sv (1)

where the phonon intensityI v(t,rW,V̂) is defined as
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I v~ t,rW,VW !5vW v\v f ~ t,rW,VW !D~v!/4p (2)

In the above equations,D(v) is the phonon density of states per
unit volume,f v(t,rW,VW ) is the number of phonons in a given state
described by the phonon circular frequencyv, the transient timet,
the spatial coordinaterW, and the unit vector in the direction of
carrier propagationVW . I 0v is the equilibrium phonon intensity,
which is determined by the Bose-Einstein statistics for phonons.
tv is the phonon relaxation time,vW v is the carrier group velocity,
and Sv is the phonon source term, which is, for example, deter-
mined by electron-phonon scattering and often assumed to be iso-
tropic.

Heat conduction in most devices is multidimensional and in-
volves length scales from nanoscale to macroscale. Modeling the
heat conduction processes in such multiple length scale devices is
very challenging. Direct numerical solution of the phonon BTE is
preferred, but it is usually slow. Approximate methods that are
capable of capturing the major size effects but easier to implement
are thus desirable. One such method, for example, is to focus on
the interface region only by introducing appropriate boundary
conditions, while away from the boundaries the usual diffusion or
drift-diffusion equations are used~e.g., Ref.@17#!.

Another approximation that provides further improvements,
compared to the introduction of special interface conditions, is the
ballistic-diffusive approximation, which splits the carriers inside
the medium into two groups—a ballistic component and a diffu-
sive component@12,13,18,19#. Recently the idea itself has been
further explored to combine with the discrete ordinates method to
reduce the ray effect in solving the photon radiative transport
equation~RTE! in optically thin media@20,21#.

This work further develops the ballistic-diffusive equations for
phonons@12,13# to include the nanoscale heat source term. The
carrier generation term is grouped into the ballistic component for
studying the nanoscale heat source. Thus the governing equation
for the ballistic part is

]I bv

]t
1vW v•¹rWI bv52

I bv

tv
1Sv (3)

where the ballistic intensityI bv(t,rW,V̂) represents carriers origi-
nating from the boundaries and/or the carrier generation source
and experiencing outscattering only.

For the diffusive part, the governing equation is

]I mv

]t
1vW v•¹rWI mv52

I mv2I 0v

tv
(4)

whereI mv(t,rW,V̂) is the diffusive component that represents car-
riers scattered or emitted into this direction from other internal
points.

Following Ref. @22#, the general solution for the ballistic part
@Eq. ~3!# is

I bv~ t,rW,VW !5E
0

`

Sv~ t2s/uvW vu,rW2sVW ,VW !•expF2E
0

s ds8

uvW vutGds

1I wve~ t2urW2rWsu/uvW vu,rWs ,VW !expF2E
0

urW2rWsu ds8

uvW vutG
•H~ uvW vut2urW2rWsu!1I iv~rW2uvW vutVW ,VW !

3expF2E
0

uvW vut ds8

uvW vutG•H~ urW2rWsu2uvW vut ! (5)

wheres is the distance along the direction of propagation,I wve is
the phonons entering the system through the boundary surface,
and I iv is due to the initial distribution condition inside the sys-
tem. The Heaviside or unit step functionH(j) indicates thatI wve
should be taken as zero for negative time andI iv should be taken
as zero for points outside the system. The integral equation simply

follows the fact that phonons of directionV̂, which are at pointrW

at time t, must have originated at some pointrW2sV̂ at time t
2s/uvW vu due to the finite speed of phonon~i.e., the time retarda-
tion!. The exponential in the equation accounts for the outscatter-
ing.

The spherical harmonic expansion of the intensity is applied to
the diffusive carriers because those carriers experience lots of
scattering and the transport are more isotropic

I mv~ t,rW,VW !5J0v~ t,rW !1JW1v~ t,rW !•VW (6)

whereJW1v is a vector.
Based on the decomposition of intensity, the heat flux can be

expressed as

qW ~ t,rW !5E F E
4p

I v~ t,rW,VW !•VW dVGdv5qW b1qW m (7)

where the ballistic and diffusive heat flux are defined as

qW b~ t,rW !5E F E
4p

I bv~ t,rW,VW !•VW dVGdv,

qW m~ t,rW !5
4p

3 E JW1v~ t,rW !dv (8)

The energy conservation equation, which can be obtained by the
integration of Eq.~1!, gives

2¹•qW 1q̇h5
]u

]t
(9)

whereq̇h is heat generation per unit volume due to phonon gen-
eration andu is the internal energy of the heat carriers per unit
volume, which can be written as

u5E
v
E

4p

I bv

uvW u
dVW dv1E

v

4pJ0v

uvW u
dv5ub1um (10)

whereub and um are the internal energy of the ballistic and the
diffusive components, respectively. The total internal energy is
related to the equivalent temperature through

]u

]t
5C

]T

]t
5

]um

]t
1

]ub

]t
(11)

where C is the specific heat capacity. In our simulation, a
temperature-independent specific heat capacity value is used for
simplification. It should be noted again that in the ballistic regime,
the statistical distribution of heat carriers deviates far from equi-
librium. The local temperature is best considered as a measure of
the local internal energy. We also introduced temperaturesTm
5um /C and Tb5ub /C, which represent only the local internal
energy constitutions. The total internal energy~temperature!is an
additive of these two terms.

Following the derivation of a previous paper@13#, the following
constitutive relation for the diffusive component and ballistic
component are obtained

t
]qm

]t
1qm52

k

C
¹um (12)

t
]ub

]t
1¹•qW b52ub1q̇h (13)

wherek is the thermal conductivity. Taking the divergence of Eq.
~12! and utilizing Eqs.~9! and~13! lead to the governing equation
of the diffusive component

t
]2um

]t2
1

]um

]t
5¹S k

C
¹umD2¹•qW b1q̇h (14)
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For the boundary and initial conditions for diffusive compo-
nent, interested readers are referred to Ref.@13#. It is worth men-
tioning that the input material properties are bulk properties be-
cause the derivation of the BDE starts from the relaxation time in
bulk materials. Depending on whether the phonon dispersion is
accounted for or not, the specific heat, group velocity, and phonon
mean-free path varies several times@23#. In this work, we do not
emphasize the dispersion relation and useuvW u53000 m/s, phonon
mean-free pathl5100 nm,C51.53106 J/m3 K as the input bulk
properties. Most results, however, are expressed in nondimen-
sional form that is independent of such input values.

2.1 Boundary Conditions for the Phonon BTE and BDE.
The Boltzmann transport equation is a first-order partial differen-
tial equation in spatial coordinate and thus needs only part of the
boundary conditions specified in the spatial coordinate. For ex-
ample, the boundary condition is needed in one end and the other
end can be left free in one-dimensional examples. However, this
boundary condition must specify the intensity in all solid angle
directions, including those entering the domain~leaving the
boundary!and those leaving the domain~entering the boundary!.
In most literature, particularly for photon radiation transport, only
the intensity distribution entering the domain is given, however,
over all boundaries, which is equivalent to specifying the intensity
distribution over all 4p solid angle directions on part of the
boundary. In radiation heat transfer, the temperature representing
the distribution of the photons entering the domain is specified as
the temperature at the boundary. This is justified because most of
these boundaries are solid boundaries and the temperature actually
represents the local solid temperature. For phonons, a similar
treatment will cause misinterpretation because the temperature
representing phonons entering the domain covers only half of the
solid angle in space and is called the emitted phonon temperature
@24#. Phonons leaving the boundary, which cover the other half of
the solid angle, may have a different characteristic temperature.
The local energy density~and thus the corresponding temperature,
which represents the sum of the phonons leaving and entering the
boundary!is different from the emitted phonon temperature; it is
called the equivalent equilibrium temperature. Because the tem-
perature distribution inside the calculation domain obtained from
the phonon BTE or BDE represents the local energy phonon den-
sity, it is consistent only with the equivalent equilibrium tempera-
ture used in boundaries. If the emitted phonon temperature is used
to represent the local temperature in boundaries, then an artificial
temperature jump develops there for ‘‘black’’ surfaces that have
no phonon reflection. The temperature concept used in Fourier
law is a local equilibrium quantity. It represents the local energy
density. Thus a comparison between the Fourier-law-based heat
conduction equation with the phonon BTE or BDE would be
meaningful only when the equivalent equilibrium temperature
boundary conditions are used in the phonon BTE or BDE. This
consistent use of temperatures excludes the nonphysical tempera-
ture jump at ‘‘black’’ boundaries as shown in Cases II and III. The
use of the consistent temperature definition, however, makes the
simulation more demanding because the phonon characteristics
entering a boundary are usually unknown, making iteration nec-
essary.

2.2 Numerical Calculation Scheme. In this paper we stud-
ied the transient phonon transport in 2D geometry as shown in
Figs. 1~a!and 1~b!. In Fig. 1~a!, a heater is deposited on a sub-
strate and the heater width can be varied to control the phonon
Knudsen number~Kn!, which is defined as Kn5L/Lh , whereL
is the phonon mean-free path andLh is the heater width. The
substrate is initially at the ambient temperatureT0 . At time t
50, the heater is suddenly increased to temperatureT1 . T1 and
T0 represent the emitted temperature in case I and the equivalent
equilibrium temperature in case II. The calculation is normalized
to the temperature differenceDT5T12T0 as discussed in Ref.

@14#. gxh5LX /Lh510 andgyh5LY /Lh55 are set in cases I and
II, and the following nondimensional parameters are introduced to
present the results

u5
T

DT
, q* 5

q

CuvW uDT
, t* 5

t

t
, x* 5

x

Lx
, y* 5

y

Ly
(15)

Case III investigates the size effect of a nanoscale heat source
inside the medium as shown in Fig. 1~b!. The heat source is simi-
lar to that generated in a MOSFET device.

From the above derivation, we know that the ballistic term in
BDEs can be expressed explicitly in terms of the values at the
boundaries, the heat source, and the initial distribution inside the
system. Solving Eq.~14! is much simpler than solving the phonon
BTE, which involves seven coordinates in the phase space~three
spatial, three momentum, and one time!, because Eq.~14! is av-
eraged over the momentum space and thus involves only three
spatial coordinates plus time, as in the Fourier equation. This
equation can be solved using standard finite difference or finite
elements methods.

Nanoscale heat conduction problems often involve multiscale
modeling. For example, heat is generated in a nanoscale source
region and is eventually conducted to a much larger substrate. In
order to accurately capture the physics of the transport phenomena
and minimize the calculation time, a nonuniform grid system is
used in this paper. Fine grids are used close to the heating region.
In the x direction, the length underneath@refer to Fig. 1~a!#or
inside@refer to Fig. 1~b!#the heating areaLh is divided uniformly
into Nh grids. The grids outside the heater area are increased in
size using a geometric series with each consecutive grid size in-
creased by grid size ratioxx . For Fig. 1~b!, the length inside the
heating region is divided uniformly intoNh grids and the rest is
divided non-uniformly with an increase in size by grid size ratio
xy . The total grids in thex direction areNx22, and the total grids
in y areNy22. The total calculation points areNx3Ny since the
additional points with zero volume are added at all the boundaries.
For Fig. 1~a!, a simpler division iny with nonuniform division
starting just underneath the heating region has also been tested.
The results presented in this paper use the same set of grid sys-
tems as that used for Fig. 1~b!. The grid size dependence of the
simulation results has been studied. The results presented in the
paper usedNx5151, Ny581, Nh531, xx51.05, andxy51.05,
which give convergent results for all the cases studied.

A general numerical calculation block diagram is shown in Fig.
2. From Eq.~5!, it is not difficult to understand that the ballistic
term can be subdivided into a source term, a boundary emission
term, and an initial condition term. At each time step, calculation
of the ballistic component induced by the internal heat source and
initial condition is straightforward since the internal heat genera-
tion and initial condition are known. The ballistic term from the
boundaries depends on whether the emitted temperatures at the
boundaries are known or not. In case I, the calculation is easier
because the emitted temperatures at the boundaries are predefined.

Fig. 1 Schematic drawing of device geometry simulated in
this paper: „a… confined surface heating at yÄ0, T1 , and T0
represents emitted temperature in case I and equivalent equi-
librium temperature in case II; and „b… a nanoscale heat source
embedded in the substrate, which is similar to the heat genera-
tion and transport in the MOSFET device
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However, the emitted phonon temperatures at the boundaries are
unknown for most practical engineering problems~e.g., cases II
and III!. Thus we used an iteration scheme to obtain the emitted
phonon temperatures at the boundaries in each time step. The
Gauss-Legendre integration scheme is used to calculate the ballis-
tic components, and the conventional finite difference technique is
used to solve the governing equation for the diffusive component.
For comparison, the diffusion heat conduction equation based on
the Fourier law is also solved using the finite difference method
for identical geometry and boundary conditions.

3 Two-Dimensional Transient Phonon BTE Solver
To validate the simulation results of BDE in multidimension,

the transient phonon BTE is also numerically solved in 2D struc-
tures, as shown in Figs. 1~a! and 1~b!. To be rigorous, phonon
transport simulations should incorporate the frequency depen-
dence of phonon relaxation time and group velocity and thus ac-
count for interactions among phonons of different frequencies.

This requires solution of the phonon BTE@i.e. Eq.~1!# for many
different frequencies, which has been performed for one-
dimensional transport by several authors before@16,23,25#. Again
the present study focuses on the complexity of two-dimensional
transport, thus the frequency dependence of the phonon properties
are neglected. Integrating Eq.~1! over frequency, we obtain the
same equation as~1! in form without the frequency as subscripts.

From the first law of thermodynamics, we obtain the expression
of the equilibrium intensity as@26#

I 0~ t,rW !5
1

4p E
4p

I ~ t,rW,VW !dV (16)

Equation~1! is similar to the photon radiative transport equa-
tion ~RTE! @16#. The key is to solveI (t,rW,VW ). A variety of solu-
tion methods is available in the thermal radiative transfer litera-
ture @4,27#. The discrete ordinates method~DOM! achieves a
solution by solving exact RTE for a set of discrete directions
spanning of 4p. The discrete ordinates method has received con-
siderable attention and development in the last decade because of
its ability to solve many radiative transport problems with rela-
tively good accuracy and moderate computing resources. Differ-
ent sets of directions and weights have been tabulated and may
result in considerably different accuracy@28,29#. The most serious
drawback of the method is that it does not ensure conservation of
radiative energy@30#. The finite volume method~FVM! was first
proposed by Briggs et al.@31# in 1975 using the exact integration
to evaluate solid angle integrals. The method is fully conservative
in radiative energy and recently reviewed by Raithby@30#. How-
ever, both methods suffer from two shortcomings: ray effects and
false scattering. Ray effects are related to the angular discretiza-
tion, whereas false scattering is related to spatial discretization.
Several proposals to overcome these numerical inaccuracies have
been proposed@20,21,32–34#.

We focused our solution method on the discrete ordinates
method. Similar to the solution of BDE, the nonuniform grid sys-
tem has been used. The grid size dependence of the simulation
results has been studied with the combination of the choice of the
discrete directions. The results presented in the paper usedNx
5121,Ny571,Nh521,xx51.05, andxy51.05, which give con-
vergent results for all the cases studied. Figure 3 shows the direc-
tion cosines projecting the path of phonon transport onto thex-y
plane using polar and azimuthal anglesu andw. For the angular
discretization, the conventionalS12 quadrature@35# has also been
examined. The ‘‘ray effect’’ is found to be very serious for Kn510
~acoustic thin limit! case though it gives enough accuracy for
small Knudsen numbers~acoustic thick limit!. We, therefore, used
two Gauss-Legendre quadratures to increase the discretized direc-
tion points: one to discretize the cosinem into Nm points from21
to 1 and the other to discretizew into Nf points for 0;p ~not
0;2p due to symmetry!. Thus we present only the results using
two Gauss-Legendre quadratures in the rest of this paper. We have

Fig. 2 Numerical solution scheme of the ballistic-diffusive
equations

Fig. 3 Local coordinate used in phonon Boltzmann transport
simulation
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tested the dependence of simulation results with the number of
discrete directions. For the spatial grids presented in this paper,
the change of the simulated results is negligible whenNm.100
and Nf.12. For example, the maximum relative difference of
temperature distribution for usingNm5100 andNf512 discrete
directions and usingNm5160 andNf516 discrete directions is
less than 0.02%. The reported simulation results usedNm5120
andNf516. Fewer points can be used for faster calculation. Then
Eq. ~16! can be written as

I 0~ t,x,y!5
2

4p (
n

(
m

I ~ t,x,y,mn ,wm!wnwm8 (17)

the factor 2 in the denominator is due to the symmetry. The
weights satisfy(n(mwnwm8 52p. The diamond scheme and the
step scheme are the two most popular schemes for spatial discreti-
zation @36#. The step scheme is the counterpart of the upwind in
computational fluid dynamics, and it is well known that it tends to
smooth steep gradients yielding the so-called false diffusion~i.e.,
false scattering!. The diamond scheme reduces false scattering,
but it may yield unphysical results. Following the recommenda-
tion by Chai et al.@36#, the step scheme has been used for spatial
discretization in this work. As shown in Fig. 4, spatial differencing
depends on the directions of phonon transport in the two-
dimensional plane. As an example, we show here the discretized
equation for the caseh.0 and m.0. For a given direction
(mn ,wm), we have

I i , j ,n,m
k11 2I i , j ,n,m

k

Dt
1uvW um

I i , j ,n,m
k11 2I i 21,j ,n,m

k11

Dx

1uvW uh
I i , j ,n,m

k11 2I i , j 21,n,m
k11

Dy

52

I i , j ,n,m
k11 2

1

4p
(n(mI i , j ,n,m

k11 wnwm8

t
1Sv (18)

wherek is the time index,i the index in thex direction, andj the
index in they direction. As shown in Eq.~18!, the transient equa-
tion is solved using an implicit scheme in time marching. The
equation is solved by iteration on the value of the equilibrium
intensity I 0(t,x,y)51/2p(m(nI (t,x,y,mn ,wm)wnwm8 . At each
time step, the initial value of equilibrium intensity is guessed by
setting it equal to the value of the previous time step and then the
intensity field inside the medium for every direction is calculated.
The iteration advances by taking the values of intensityI i , j ,n,m

k11 in
(n(mI i , j ,n,m

k11 wnwm8 equal to its previous iteration to calculate the
equilibrium intensityI 0 . We would like to note that although the
implicit scheme for the transient calculation has been used, the
nature of the BTE equation involves the iteration forI 0 term. Thus
the so-called implicit scheme is not a ‘‘full’’ implicit scheme. The

time step for a stable calculation should beDt
,min@(Dx/uvu),(Dy/uvu)#. For transient simulation, one needs to
consider the change of value in each time step when a conver-
gence criterion is selected. In our calculation, the maximum rela-
tive error of the equilibrium intensity between two iteration steps
is selected to be 231026. That is, when the relative error of the
calculated value of the equilibrium intensity between two iteration
steps is less than 231026, the calculation advances to the next
time step. This convergence criterion gives convergent transient
results for all the cases presented in the paper although it might be
too strict for some cases and consumed longer computational time
as necessary. For equivalent equilibrium temperature cases, the
relative error for the iterations of the emitted temperature at the
boundaries is also controlled to be less than 231026.

Although at nanoscale, temperature cannot be defined as a mea-
sure of equilibrium, we can use it to reflect the local energy den-
sity inside the medium. Assuming constant specific heat over a
wide temperature range, we can write

T~ t,x,y!5
4pI 0~ t,x,y!

CuvW u
5

1

CuvW u (n
(

m
I ~ t,x,y,mn ,wm!wnwm8

(19)
The heat flux can be accordingly written as

qx~ t,x,y!5(
m

(
n

I ~ t,x,y,mn ,wm!mnwnwm8 (20)

qy~ t,x,y!5(
m

(
n

I ~ t,x,y,mn ,wm!A12mn
2 coswmwnwm8

(21)

4 Results and Discussions
Several two-dimensional cases have been simulated. In case I,

the boundary conditions are specified as emitted phonon tempera-
ture boundary conditions in Fig. 1~a! to compare the simulation
results of the Boltzmann transport equation and BDE. Case II
assumes the equivalent equilibrium temperature boundary condi-
tion to compare the BTE results with those of BDE and the Fou-
rier law. Case III investigates the size effect of a nanoscale heat
source inside the medium as shown in Fig. 1~b!.

Case I: Emitted Temperature Boundary Condition. To
compare the simulation results of the phonon BTE and BDE, the
emitted phonon temperatures are assumed at the boundaries of the
simulation geometry shown in Fig. 1~a!. The detail formulation
and results are documented in a previous paper@14#.

Figure 5 shows a comparison of the transient temperature and
the heat flux in they direction at the centerline of the geometry for
Kn510. It shows that BDEs can capture the characteristics of the
phonon BTE in the multidimension case. However, it takes an
Intel P4 800 MHz PC only around a 20 min calculation to reach
the steady state for BDE as compared to 100 min for the phonon
BTE. For small Knudsen numbers~i.e., the acoustic thick limit!,
the calculation time of the BTE solver can be much longer, but the
calculation time of BDEs does not change much.

Very often, the results of the phonon BTE are compared to
those obtained from the Fourier heat conduction theory. From the
discussion above, it is clear that the comparison might not be
meaningful without consistent use of the temperature concept. But
the comparison gives a sense of how heat conduction based on
Fourier law and the BTE might differ. Figure 6~a! shows the com-
parison of steady-state temperature distribution at the centerline
using the Fourier theory, the phonon BTE, and BDE for different
Knudsen numbers. As we can see, BDE agrees well with the pho-
non BTE for all the Knudsen numbers. When the Knudsen num-
ber is small, results of both the ballistic-diffusive results and the
phonon BTE become very close to those of the Fourier theory.
Figure 6~b!shows the heat flux comparison at the centerline for
Kn50.1 at t* 5100. Apparently, BDE agree well with the pho-

Fig. 4 Directions of phonon transport in two-dimensional
planes as given by different combinations of the directional
cosines and corresponding differencing schemes used for the
BTE solver
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non BTE. There is again a slight difference between the Fourier
theory and the phonon BTE even in the small Knudsen number
limit ~acoustic thick limit!. The underlying physics is due to the
subtle difference in boundary conditions.

Case II: Equivalent Equilibrium Temperature Boundary
Condition. As explained before, the emitted phonon tempera-
tures in case I do not represent the local energy density at the
boundaries. To compare with results obtained from the diffusion
heat conduction equation based on the Fourier law, the boundaries
in Fig. 1~a! are set as the equivalent equilibrium temperature in
case II. Though the results are presented in temperature, it should
be properly interpreted as energy density. As discussed earlier,
iteration is needed to obtain transient emitted phonon tempera-
tures at the boundaries from given equivalent equilibrium tem-
perature boundary conditions. The calculation time for both BTE
and BDE can be 4–5 times longer than the corresponding emitted
temperature boundary conditions.

Figures 7~a!and 7~b! compare the transient nondimensional
heat flux in they direction calculated using the phonon BTE,
BDE, and the Fourier law. The BDE has very good agreement

with the phonon BTE. However, the Fourier law overpredicts the
heat flux by several times compared to the prediction by the pho-
non BTE. These results indicate that the suppressed heat conduc-
tion in nanostructures will lead to a larger temperature rise than
that obtained from the Fourier law if a heat flux is specified at the
boundary. Figure 7~c!shows the comparison of the transient tem-
perature distribution along the centerline. Comparing to case I, no
temperature jump is observed at the boundary because of the con-
sistent use of temperature there. Both the phonon BTE and BDE
show time retardation due to the finite propagation speed of the
phonons, which cannot be predicted by the Fourier law. The
temperature distribution predicted by Fourier heat conduction
theory is very close together fort* 50.1 andt* 51.0, asshown
in Fig. 7~b!.

Case III: Nanoscale Volumetric Heat Generation. In case
III, we investigate the size effect of a nanoscale heat source inside
the medium, as shown in Fig. 1~b!. The heat source is similar to
that generated in a metal oxide semiconductor field effect transis-
tor ~MOSFET!, which is the backbone of microelectronics. A 10
nm310 nm31mm hot strip is embedded in the silicon substrate.

Fig. 5 Comparison of the transient temperature and heat flux in y direction at the centerline of the geometry
for KnÄ10 based on emitted temperature condition: „a… temperature and „b… heat flux q y*

Fig. 6 „a… Comparison of steady-state temperature distribution at the centerline using the Fourier theory, the
Boltzmann equation, and the ballistic-diffusive equations for different Knudsen numbers. „b… Comparison of
the heat flux q y* at the centerline for Kn Ä0.1 at t *Ä100.
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The power generation rate is 131019 W/m3, typically for a period
of 10 ps@1#. We are interested in finding out the temperature rise
;10 ps after the device is turned on. With the given input prop-
erties stated in Sec. 2, we can model the problem as a two-
dimensional nanoscale heat conduction problem because 1mm in
the length direction~z! is much longer than the phonon traveling
length 30 nm in 10 ps. We know that the geometric parameterLx
and Ly will not affect much on results by the phonon BTE and
BDE when the surrounding length is larger than 30 nm, thusLx
510Lh andLy55Lh is used in the calculation.

Figure 8 shows the source, boundary emission and the diffusive
component contribution to the total temperature and the heat flux
in y direction at the centerline. The region close to the heater is
dominated by the ballistic part. The ballistic component of the
temperature rise induced by the heat source reaches a maximum
while the ballistic component of the heat flux induced by the heat
source is zero at the center of the heat source because the carrier
is propagating in both directions. The ballistic component induced
by the boundary emission decays exponentially from the bound-
ary. The region far away from the heater is dominated by the
diffusive part. There is bending for the diffusive component in
both the temperature and heat flux profile because the carriers are
treated as ballistic components out of the boundary once they are
diffused into the boundary. A small wave front is also observed

where the boundary emission component decays to zero. This
wave front is believed to be artificial because it does not appear in
the solution of the Boltzmann equation.

Figure 9 shows the comparison of temperature distribution ob-
tained by the phonon BTE, BDE, and the Fourier law. The peak
temperature predicted by the Fourier law is much smaller than that
predicted by the phonon BTE and BDE. However, Fourier law
predicts a broader temperature-affected region because Fourier
law assumes a very large thermal conductivity and an infinite
phonon propagation speed. The heat flux distribution shown in
Fig. 10~a!explains the difference in Fig. 9. The Fourier law over-
predicts the heat flux by many times especially in the short time
scale than those obtained by the phonon BTE. Localized nanos-
cale heating is clearly shown in the results, and the phonon BTE
and BDE captures such an effect fairly well. Figure 10~b! shows
the peak temperature rise in the device as a function of time. A
saturation of temperature rise after 10 ps is predicted by all the
methods although the magnitudes are different.

From the cases studied, we also note that the relative difference
between the BDE and phonon BTE is case specific. Without a heat
source inside the medium, the relative difference between the
BDE and BTE is negligible. The difference between the BTE and
BDE is larger when an internal heat source exists, but the results

Fig. 7 Comparison of transient temperature and heat flux distribution at the centerline using the Fourier theory, the Boltzmann
equation, and the ballistic-diffusive equations based on thermalized temperature boundary conditions: „a… and „b… heat flux q y* ,
and „c… temperature

Fig. 8 The ballistic and diffusive component contributions to the total temperature and heat flux at the
centerline: „a… temperature and „b… heat flux q y*
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from BDE are still significantly better than those from the Fourier
law. For example, the relative errors are 25% and 85% for the
BDE and the Fourier law, respectively, compared to the phonon
BTE in case III.

5 Conclusions
In this paper, we further developed BDE for multidimensional

heat conduction, including nanoscale heat source terms and dif-
ferent boundary conditions. The numerical solution strategies for
multidimensional nanoscale heat conduction using BDE are pre-
sented. The transient Boltzman equation is solved using the dis-
crete ordinates method with the two Gauss-Legendre quadratures.
Several 2D cases are simulated to compare the results of the tran-
sient phonon BTE, BDE, and the Fourier law. Special attention
has been paid to the boundary conditions. Compared to the cases
without internal heat generation, the difference between the BTE
and BDE is larger for the case studied with internal heat genera-
tion due to the nature of the ballistic-diffusive approximation, but
the results from the BDE are still significantly better than those
from the Fourier law. Overall, the BDE captures the characteris-
tics of the phonon BTE with much shorter computational time.
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Nomenclature

C 5 volumetric specific heat, JK21 m23

D 5 density of states per unit volume, m23

f 5 carrier distribution function
g 5 source term in the Boltzmann equation
\ 5 Planck constant divided by 2p, J s21

I 5 intensity, Wm22 sr21

J0 5 first term in the spherical harmonics expansion,
Wm22 sr21

JW1 5 second term in the spherical harmonics expansion,
Wm22 sr21

k 5 thermal conductivity, Wm21 K21

Kn 5 carrier Knuden number (5L/Lh)
L 5 geometric dimension, m
N 5 number of discrete points in spatial or angular coor-

dinates
q, qW 5 heat flux, Wm22

q̇h 5 volumetric heat generation rate, Wm23

Fig. 9 Comparison of two-dimensional temperature rise distribution after the device is operated for 10 ps: „a… the Boltzmann
equation, „b… the Ballistic-diffusive equations, and „c… the Fourier law

Fig. 10 „a… Comparison of the heat flux obtained by the Boltzmann equation, the ballistic-diffusive equa-
tions, and the Fourier law at the centerline. „b… Comparison of the peak temperature rise inside the device
obtained by the Boltzmann equation, the Ballistic-diffusive equations and the Fourier law.
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s 5 distance along direction of propagation, m
S 5 source term in phonon intensity Boltzmann equation
t 5 time, s

T 5 temperature, K
u 5 volumetric internal energy, Jm23

vW 5 group velocity, ms21

w 5 weight factor of Guass-Legendre quadrature
x 5 coordinate
y 5 coordinate
z 5 coordinate
x 5 grid size ratio
g 5 aspect ratio
w 5 azimuthal angle, rad
u 5 polar angle, rad
L 5 mean-free path, m
m 5 directional cosine
t 5 relaxation time, s
v 5 angular frequency, Hz
V 5 solid angle, sr
VW 5 unit vector along solid-angle direction

Subscripts

b 5 ballistic
BTE 5 Boltzmann equation based quantities

h 5 heat source
m 5 diffusive or directional cosine index
n 5 azimuthal angular index
o 5 equilibrium quantities, boundary points
r 5 coordinate
v 5 frequency dependent quantities
o 5 equilibrium quantities, boundary points
x 5 coordinate
y 5 coordinate
z 5 coordinate
m 5 directional cosine
w 5 azimuthal angle

Superscripts

* 5 nondimensional
k 5 time index
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Conduction
The approximate equivalence between the dual-phase-lagging heat conduction model and
the Fourier heat conduction in porous media subject to lack of local thermal equilibrium
suggested the possibility of thermal oscillations and resonance. The present investigation
demonstrates that the physical conditions necessary for such thermal waves and, possibly
resonance, to materialize are not attainable in a porous slab subject to constant tempera-
ture conditions applied on the boundaries.@DOI: 10.1115/1.1860567#
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1 Introduction
The problem of heat transfer in a fluid-saturated porous domain

subject to lack of local thermal equilibrium~La Lotheq!has been
the subject of wide interest due to its theoretical as well as prac-
tical appeals. As long as the application of porous materials pro-
liferates, including, for example, recent interest in metal foams as
well as the investigation of biotissues, a more accurate under-
standing of the heat transfer phenomena in porous media will
continue to attract attention. Tzou@1# showed that the system of
governing equations for Fourier conduction in porous media sub-
ject to La Lotheq is approximately equivalent to the dual-phase-
lagging ~DuPhlag!model of heat conduction. The latter can pro-
duce thermal waves in the form of oscillations. As a result the
DuPhlag model can yield thermal resonance when periodically
forced by a periodic heat source or a periodic boundary condition
with a forcing frequency that is equal to one of the natural fre-
quencies of the system. Tzou@1–3# presents applications of the
DuPhlag model to a wide variety of fields from ultrafast~femto-
second!pulse-laser heating of metal films, phonon-electron inter-
action at nano- and micro-scale heat transfer, temperature pulses
in superfluid liquid helium, thermal lagging in amorphous mate-
rials, and thermal waves under rapidly propagating cracks.

The particular application of the DuPhlag model to porous me-
dia Fourier heat conduction subject to La Lotheq is the focus of
the present paper. Tzou@1# refers to experimental results in porous
media heat conduction identifying thermal oscillations and over-
shooting, and explains them by applying the DuPhlag model. Ana-
lytical solutions as well as analysis of the DuPhlag heat conduc-
tion was presented among others in excellent papers by Xu and
Wang@4#, Wang et al.@5#, Wang and Xu@6#, and Antaki@7#. The
special case of dual-phase-lagging heat conduction in a one-
dimensional slab subject to Dirichlet boundary conditions studied
by Xu and Wang@4# is of special interest. The authors show that
thermal oscillations are possible solutions if the ratio between the
temperature gradient time lagtT and the heat flux time lagtq is
less than 1~i.e., if tT /tq,1). Consequently, thermal resonance
may occur subject to the same condition oftT /tq,1 due to a
periodic heat source with a forcing frequency that is identical to
one of the natural frequencies of the system.

Applications of porous media heat transfer subject to La Lotheq
were undertaken among others by Nield@8#, Minkowycz et al.@9#,

Banu and Rees@10#, Baytas and Pop@11#, Kim and Jang@12#,
Rees@13#, Alazmi and Vafai@14#, and Nield et al.@15#. In particu-
lar Minkowycz et al. @9# link the La Lotheq model with the
DuPhlag model in a manner similar to the one presented by Tzou
@1#; however, they impose rather than derive the DuPhlag model
for the particular La Lotheq application to porous media heat
transfer by using a non-Fourier constitutive relationship between
the heat flux and temperature gradient. As a result they do not
obtain accurate relationships for the two time lagstT andtq , but
rather approximated expressions. In addition, Minkowycz et al.
@9# use imposed heat flux boundary conditions quite distinct from
the imposed temperature boundary conditions used in the present
paper; hence, the conclusions of the present paper do not apply to
the results presented by Minkowycz et al.@9#. The present paper’s
conclusions also do not imply that the lack of thermal waves
challenges the La Lotheq model. While the significance of practi-
cally obtaining the same temperature solution for each phase in a
porous medium subject to a lack of local thermal equilibrium~La
Lotheq! is discussed by Vadasz@16# identifying conditions for
which the traditional formulation of the La Lotheq model is not
adequate, the conditions used in the present paper are not identical
to those identified by Vadasz@16#. Other examples of conditions
that are not affected by the conclusions of the present paper are
problems of convection subject to La Lotheq, such as those pre-
sented by Spiga and Morini@17#, Kuznetsov@18#, Amiri and Vafai
@19#, and Kuznetsov@20#.

The present paper deals with Fourier heat conduction in a po-
rous medium subject to La Lotheq. It aims at demonstrating that
the condition required for oscillatory solutions,tT /tq,1, is not
physically attainable in a porous slab conduction subject to Di-
richlet boundary conditions. As a consequence thermal waves can-
not materialize, nor resonance, in a porous slab heat conduction
subject to constant temperatures imposed on the boundaries. It
should be emphasized that the latter result is obtained based on
physical conditions pertaining to valid porous media properties,
and it is not just a mathematical curiosity nor dependent on the
method of solution. The result is accurate and absolutely based on
the physical reality. The mathematical derivations are being used
only as tools to prove it. While the results of the present paper
may provide a useful guide among others to pulsed laser process-
ing of nanofilms~e.g.,@21#!, the problem presented here is essen-
tially distinct and deals with the application to porous media.
There are major distinctions as well as similarities between the
two. The similarities are linked to the two-phase coupled equa-
tions used to represent the ‘‘absorption of photon energy by elec-
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trons and the heating of the lattice through electron-phonon cou-
pling’’ @22#. The distinctions are mainly in two aspects. Although
energy transport by phonons~heat conduction in the metal lattice!
is neglected, because heat flux is carried mainly by free electrons
for metals, the heat conduction in the solid phase in a porous
medium cannot be generally neglected. Therefore, in order to ob-
tain the equivalence between the porous media La Lotheq conduc-
tion equations to small scale~micro- or nanoscales! and ultrafast
~picoseconds!conduction in metals, the thermal conductivity of
the solid phase in the porous medium~which is equivalent to the
thermal conductivity of the metal lattice for the micro-nanoscale
effects in metals!has to vanish~i.e. ks50). In addition, because
of the small scale in the ultrafast heating of metals or thin films, it
is legitimate to use a non-Fourier constitutive model to represent
the relationship between the heat flux and the temperature gradi-
ent, such as the application of the dual-phase-lagging for each
phase@21#. In porous media because of the typical macroscopic
scale of both phases, the latter is not applicable. In the present
paper Fourier law was employed for the heat flux mechanism at
each phase. Nevertheless, the coupling between the phases in
terms of the heat conduction at the solid-fluid interface leads to a
formulation that is approximately equivalent to dual-phase-
lagging. The latter is a result of the analysis and not an imposed
constitutive relationship. To add to the latter the limitations to
Dirichlet boundary conditions, the specific geometry, and substan-
tial distinctions between the traditional formulation of La Lotheq
in porous media and the conditions pertaining to nanofilms, call
for caution when the conclusions of this paper are applied to other
fields. Specific and critical analyses for distinct applications need
to be separately undertaken prior to reaching general conclusions.

2 Problem Formulation

2.1 Governing Equations for Lack of Local Thermal Equi-
librium. Consider the heat conduction equations for the two
phases that compose an isotropic and homogeneous porous me-
dium, which are obtained as phase averages over a representative
elementary volume~REV! following Fourier’s law, in the form

gs

]Ts

]t*
5ks¹*

2 Ts2h~Ts2Tf ! (1)

g f

]Tf

]t*
5kf¹*

2 Tf1h~Ts2Tf ! (2)

wheregs5(12w)rscs and g f5wr fcp, f are the solid phase and
fluid phase effective heat capacities, respectively,w is the porosity,
ks andkf are the effective thermal conductivities of the solid and
fluid phases, respectively, andh represents an integral heat trans-
fer coefficient for the heat conduction at the solid-fluid interface
within an REV. As correctly pointed out by Lage@23# ‘‘ . . . the
heat transfer coefficienth should not be confused with the heat
transfer coefficient used in convection heat transfer analysis . . .
For one reasonh is defined independently of fluid motion, i.e.,h is
not necessarily zero when the fluid saturated porous medium is
stationary. Moreover, by definition the units ofh are . . . ’’
W m23 K21 and not W m22 K21, which are applicable to the con-
vection heat transfer coefficient. Generally, in a stationary fluid
saturated porous medium~i.e., without fluid flow! as considered in
the present paper,h is anticipated to depend on the thermal con-
ductivities of both phases, on the porosity, on the heat transfer
surface area, and on the tortuousity of the interface between the
solid and fluid phases@23,24#. In the case of fluid flow the value
of h will depend also on local Reynolds and Prandtl numbers of
the fluid as presented by Alazmi and Vafai@14#.

When the local thermal equilibrium assumption is not valid,
conditions appropriate for the case when the temperature differ-
ence between the two phases is not small, both Eqs.~1! and ~2!
are to be solved simultaneously. The diffusion terms in these
equations are a result of replacing the2¹* •qs and2¹* •qf terms

by using Fourier’s law in the formqs52ks¹* Ts and qf5
2kf¹* Tf to yield the Laplacian terms. The coupling between the
two equations can be resolved by presenting them in the equiva-
lent operator form

F S gs

]

]t*
2ks¹*

2 1hD 2h

2h S g f

]

]t*
2kf¹*

2 1hD G FTs

Tf
G50 (3)

Then, their uncoupled form is obtained by evaluating the operator
determinant leading to

F S gs

]

]t*
2ks¹*

2 1hD S g f

]

]t*
2kf¹*

2 1hD2h2GTi50 ; i 5s, f

(4)

where the indexi can take the valuess representing the solid
phase orf standing for the fluid phase. Equation~4! can be pre-
sented explicitly, after dividing it byh(gs1g f) in the form

tq

]2Ti

]t
*
2

1
]Ti

]t*
5ae¹*

2 Ti1de¹*
2

]Ti

]t*
2be¹*

4 Ti ; i 5s, f

(5)

where the following notation was used:

tq5
gsg f

h~gs1g f !
, ae5

ks1kf

gs1g f
,

de5
gskf1g fks

h~gs1g f !
, be5

kskf

h~gs1g f !
(6)

Note the negative sign in front of the biharmonic term as distinct
from Tzou@1#, which shows incorrectly a positive sign in front of
this term. Alternatively, the same Eq.~5! can be obtained by iso-
lating Tf in Eq. ~1! to obtainTf5(gs /h)]Ts /]t* 2(ks /h)¹

*
2 Ts

1Ts and substituting it into Eq.~2!, regrouping the terms and
dividing the resulting equation by (gs1g f). The expression fortq
in Eq. ~6! is identical to the corresponding expression forte in
Hays-Stang and Haji-Sheikh@21# with the following equivalent
notations for the lag/thermalization timetq→te , fluid/electron
gas heat capacitiesg f→Ce , solid/metal lattice heat capacities
gs→Cl , fluid-solid interface heat transfer coefficient/electron-
phonon coupling factorh→G, and (g f1gs)→C5(Ce1Cl)
where the first terminology and symbols belong to the porous
medium problem, whereas the second ones belong to the micro-/
nano-scale ultrafast heat transfer in metals~see text following Eq.
~3b! in @21#!.

Similarly, by using Eqs.~1! and ~2! in the form

gs

]Ts

]t*
1¹* •qs1h~Ts2Tf !50 (7)

g f

]Tf

]t*
1¹* •qf2h~Ts2Tf !50 (8)

applying the gradient operator (¹* ) on Eqs.~7! and ~8! and the
Fourier law expressed in the form

¹* Ts52qs /ks , ¹* Tf52qf /kf (9)

to replace the¹* Ts and ¹* Tf terms, produces the following
system:

F S gs

ks

]

]t*
2¹* ~¹* • !1

h

ks
D 2

h

kf

2
h

ks
S g f

kf

]

]t*
2¹* ~¹* • !1

h

kf
D G Fqs

qf
G50

(10)
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Following a similar process as for the temperature one obtains the
uncoupled equation for the heat flux in the form

tq

]2qi

]t
*
2

1
]qi

]t*
5ae¹* ~¹* •qi !1de

]¹* ~¹* •qi !

]t*
2be¹* @¹

*
2 ~¹*

•qi !# ; i 5s, f (11)

where the definitions of the parameters are identical to Eq.~6!.

2.2 Governing Equations for Dual-Phase-Lagging Heat
Conduction. The dual-phase-lagging model applied to porous
media conduction was introduced by Tzou@1#, and its solution
was presented among others by Xu and Wang@4#. In the dual-
phase-lagging model, the following formulation is suggested to
replace the classical Fourier law@1#:

qi~x* ,t* 1tq!52ki¹* Ti~x* ,t* 1tT! ; i 5s, f (12)

where the relationship between the heat flux and temperature gra-
dient is not instantaneous but rather affected by two time lags, a
heat flux lagtq , and a temperature gradient time lagtT . Tzou@1#
indicates that ‘‘the lagging response, in general, describes the
heat flux vector and the temperature gradient occurring at differ-
ent instants of time in the heat transfer process. If the heat flux
precedes the temperature gradient in the time history, the heat flux
is the cause and the temperature gradient is the effect of heat flow.
If the temperature gradient precedes the heat flux, on the other
hand, the temperature gradient becomes the cause and the heat
flux becomes the effect.’’ The latter means that fortq,tT the heat
flux is the cause and the temperature gradient is theeffect,
whereas fortq.tT the temperature gradient is the cause and the
heat flux is the effect. By expanding Eq.~12! in a Taylor series in
time, one obtains

qi~x* ,t* !1tqi

]qi

]t*
~x* ,t* !1

tqi
2

2!

]2qi

]t
*
2

~x* ,t* !1 . . .

52kiF¹Ti~x* ,t* !1tTi

]~¹* T! i

]t*
~x* ,t* !

1
tTi

2

2!

]2~¹* T! i

]t
*
2

~x* ,t* !1 . . . G ; i 5s, f (13)

Upon truncating the Taylor series at the first-order approximation,
it yields to orderO(tqi) andO(tTi)

qi1tqi

]qi

]t*
52kiF¹* Ti1tTi

]~¹* Ti !

]t*
G ; i 5s, f (14)

This dual-phase-lagging formulation is applied to the thermal con-
duction energy equation

g i

]Ti

]t*
1¹* •qi50 ; i 5s, f (15)

by replacing the fluid-solid interface heat transfer term with the
dual-phase-lagging formulation. Applying now the (¹* •) operator
on Eq.~14! produces

F11tqi

]

]t*
G¹* •qi52kiF11tTi

]

]t*
G¹*

2 Ti ; i 5s, f (16)

Substituting¹* •qi52g i]Ti /]t* from Eq. ~15! into Eq. ~16! and
dividing the resulting equation byg i yields one equation for the
temperature of each phase due to dual-phase-lagging, in the form

tqi

]2Ti

]t
*
2

1
]Ti

]t*
5a i¹*

2 Ti1a itTi¹*
2

]Ti

]t*
; i 5s, f (17)

Applying now the operatorki@11tTi]/]t* #¹* on Eq.~15! and
the operatorg i]/]t* on Eq.~14! yields, respectively,

g ikiF11tTi

]

]t*
G ]~¹Ti !

]t*
1kiF11tTi

]

]t*
G¹~¹* •qi !50 ; i 5s, f

(18)

g iF11tqi

]

]t*
G ]qi

]t*
1g ikiF1i1tTi

]

]t*
G ]~¹* Ti !

]t*
50 ; i 5s, f

(19)

Subtracting Eq.~18! from Eq. ~19! and dividing the result byg i
yields finally one equation for the heat flux due to dual-phase-
lagging in the form

tqi

]2qi

]t
*
2

1
]qi

]t*
5a i¹* ~¹* •qi !1a itTi

]@¹* ~¹* •qi !#

]t*
; i 5s, f

(20)

Equations~17! and ~20! are the conduction dual-phase-lagging
equations for the temperature and heat flux, respectively, and for
each phase of a porous medium. It is not clear from Tzou@1#
precisely to what part of the REV the dual-phase-lagging applies,
whether to each phase separately or to the bulk. Whichever the
case may be, equations similar to~17! and ~20! are the result.
Comparing Eqs.~17! and ~20! to the uncoupled equations ob-
tained from applying the Fourier law to each phase, while includ-
ing the fluid-solid interface heat transfer term, Eqs.~5! and ~11!
show that they are equivalent, provided the biharmonic term in
Eqs.~5! and~11! is negligibly small~i.e., if be;0) and provided
the following equivalency of parameters is enforced:

tqi5tq5
gsg f

h~gs1g f !
, a i5ae5

ks1kf

gs1g f
,

de5aetT5
gskf1g fks

h~gs1g f !
; i 5s, f (21)

Therefore, the consequent definition of the temperature gradient
lag tTi that is consistent with dual-phase-lagging is

tTi5tT5
de

ae
5

gskf1g fks

h~ks1kf !
; i 5s, f (22)

This result is identical to the corresponding expression fort l in
Hays-Stang and Haji-Sheikh@21# when considering that for the
micro-nanoscale ultrafast heat transfer in metals the thermal con-
ductivity of the metal lattice is taken as zero, corresponding to an
equivalent value ofks50 in Eq. ~22!. Then for micro-/nanoscale
ultrafast heat transfer in metals, Eq.~22! leads totT5gs /h with
the following equivalent notations fortT→t l , solid/metal lattice
heat capacitiesgs→Cl , fluid-solid interface heat transfer
coefficient/electron-phonon coupling factorh→G, where the first
terminology and symbols belong to the porous medium problem,
whereas the second ones belong to the micro-nanoscale ultrafast
heat transfer in metals~see text following Eq.~6b! in @21#!. Simi-
larly, Eq. ~22! is identical to the expression fort t obtained by
Minkowycz et al. @9# for investigating the effect of a rapidly
changing heat source in porous media with the following equiva-
lent notationstT→t t , gs→Cf , h→h̄/r h , andkf50 ~the latter is
a result of the assumption made by the authors that the conduction
in the fluid is negligible at the short time scales considered prior to
the onset of equilibrium, see Eq.~2! in @9#!. ~Note the distinction
between the definitions of the heat transfer coefficients in the
present paper and@9#, h and h̄, respectively!. With these equiva-
lent notations for the same parameters substituted into~22!, one
obtainst t5r hCf /h̄, a result that is identical to Minkowycz et al.
@9# result~see text following Eq.~6! in @9#!. Since Hays-Stang and
Haji-Sheikh@21# introduce a dual-phase-lagging constitutive rela-
tionship to replace the Fourier law because of the ultrafast and
micro-nanoscale problem while Minkowycz et al.@9# introduce
the dual-phase-lagging constitutive relationship to replace the
Fourier law because of the rapidly changing heat source the simi-
larities between their results and those presented in the present
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paper end at the model formulation. In the present paper, Fourier
law was invoked at all stages and the approximate dual-phase-
lagging was obtained as a result of the heat transfer interaction
between the phases, not imposed as a constitutive relationship
instead of Fourier law.

A direct property of these parameters is by evaluating the ratio
tT /tq by using~21! and~22!, which leads to the following result:

tT

tq
511

gs
2kf1g f

2ks

gsg f~ks1kf !
.1 (23)

Since the combination of positive valued properties in the second
term of Eq.~23! is always positive, the time lags ratio is always
greater than 1~i.e. tT /tq.1). The latter conclusion, which is
based on a physical argument and is accurately derived, has a
profound impact on the following results. It applies generally to
Fourier heat conduction in porous media subject to La Lotheq and
is not restricted to any specific geometry nor boundary conditions.
In addition, inequality~23! implies, by virtue of the dual-phase-
lagging, that the heat flux is the cause and the temperature gradi-
ent is the effect in porous media two-phase heat conduction. The
strength of the DuPhlag formulation is in the fact that it approxi-
mates the accurate behavior obtained by using the Fourier Law for
each phase. Note that although each one of the time lagstT andtq
depends on the interface heat transfer coefficienth as observed in
Eqs.~21! and~22!, their ratiotT /tq in Eq. ~23! is independent of
this coefficient, making its evaluation simpler as it depends on the
effective properties of each phase and is independent of the inter-
action between the phases.

3 Analytical Solution
In order to analyze the characteristic behavior of the dual-

phase-lagging model for porous media conduction, a particular
solution of Eq.~5! for the one-dimensional heat conduction in a
porous slab of lengthL ~as presented in Fig. 1! is being consid-

ered. Since the equations for each phase are identical, the indices
i 5s, f are being dropped from the following derivations subject to
the understanding that the results apply equally well to both
phases. The significance of practically obtaining the same tem-
perature solution for each phase in a porous medium subject to a
lack of thermal equilibrium is discussed elsewhere~see@16#!. It is
sufficient to mention that initial conditions, which are different for
each phase, are sufficient to produce different phase solutions.
Transforming Eq.~5! into a dimensionless form by usingL to
scale the independent length variablex* ~i.e. x5x* /L), by using
L2/ae to scale the time~i.e. t5t* ae /L2) and introducing the
dimensionless temperatureu defined in the form

u5
T2TC

TH2TC
(24)

leads to

Fo
]2u

]t2
1

]u

]t
5¹2u1Nd¹2

]u

]t
2Nb¹4u (25)

where the Fourier number Fo and two additional dimensionless
groups arise

Fo5
aetq

L2
, Nd5

de

L2
5

aetT

L2
, Nb5

be

aeL
2

(26)

The consistency between the dual-phase-lagging and the two-
phase porous media equations require thatNb!1, a requirement
that is typically fulfilled if the effective thermal conductivities of
the two phases differ substantially~i.e., eitherks!kf or kf!ks).
Then, the biharmonic term in Eq.~25! can be neglected, leading to

Fo
]2u

]t2
1

]u

]t
5¹2u1Nd¹2S ]u

]t D (27)

For the one-dimensional slab presented in Fig. 1, Eq.~27!
becomes

Fo
]2u

]t2
1

]u

]t
5

]2u

]x2
1Nd

]3u

]t]x2
(28)

and their corresponding boundary and initial conditions are

x50: u50, x51: u51 (29)

t50: u5uo5const and u̇5 u̇o5const (30)

Different values of the constants foruo andu̇o applied to the solid
and fluid phases will produce different solutions for each phase,
hence,TsÞTf . The solution to Eq.~28! is separated into steady-
state uss and transientu tr parts in the formu5uss1u tr . The
steady state is the linear solutionuss5x, which satisfies the
boundary conditions Eq.~29!. The transient solutionu tr has to
fulfill the equation

Fo
]2u tr

]t2
1

]u tr

]t
5

]2u tr

]x2
1Nd

]3u tr

]t]x2
(31)

and the following boundary and initial conditions:

x50: u tr50, x51: u tr50 (32)

t50: u tr5~uo2x! and u̇ tr5 u̇o (33)

The solution is obtained by separation of variables in the form of
two equations foru tr5fn(t)un(x) presented in the form

d2fn

dt2
1cf ,n

dfn

dt
1vn

2fn50 (34)

Fig. 1 Fluid saturated porous slab subject to constant tem-
perature conditions at the walls

310 Õ Vol. 127, MARCH 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



d2un

dx2
1knun50 (35)

The solution of Eq.~35! subject to the homogeneous boundary
conditionsun50 atx50 and atx51 is un5a1 sin(npx), and the
resulting eigenvalues arekn5np ;n51,2,3, . . . . As aresult, the
coefficientscf ,n andvn

2 in Eq. ~34! are being defined in the form

cf ,n5Fo21~11Nd n2p2!, vn
25Fo21n2p2 (36)

Equation~34! represents a linear damped oscillator. Its eigenval-
ues are

l1n52
cf ,n

2 S 11A124
vn

2

cf ,n
2 D (37)

l2n52
cf ,n

2 S 12A124
vn

2

cf ,n
2 D (38)

The solution forfn is overdamped if for some values ofn the
condition 4vncr

2 ,cf ,ncr

2 is satisfied, leading to

u tr,n5~A1nel1nt1A2nel2nt!sin~npx! (39)

It is critically-damped if for some value ofn5ncr the condition
4vncr

2 5cf ,ncr

2 is satisfied, i.e.,l1n5l2n5lncr
52cf ,ncr

/2, leading
to

u tr,ncr
5~A1ncr

elncr
t1A2ntelncr

t!sin~ncrpx! (40)

and it is underdamped if for some values ofn the condition 4vn
2

.cf ,n
2 is satisfied, i.e.,l1n5l r2 il i and l2n5l r1 il i , where

l r52cf ,n/2 andl i5A4vn
22cf ,n

2 /2, leading to decaying standing
thermal waves in the form

u tr,n5e2cf ,nt$A1n@cos~l i t2npx!2cos~l i t1npx!#

2A2n@sin~l i t2npx!2sin~l i t1npx!#% (41)

4 Lack of Oscillations and Lack of Resonance
The condition for an underdamped solution and its associated

oscillations can be further explored to obtain explicit criteria in
terms of the primitive parameters of the original system. By using
the definitions from Eq.~36! it produces the condition for an
underdamped solution in the form

cf ,n
2

4vn
2

5
~11Nd n2p2!2

4 Fon2p2
,1 (42)

An analysis of inequality~42! presented in the Appendix produces
the following necessary and sufficient condition for the under-
damped solution to materialize:

Nd

Fo
5

tT

tq
,1 (43)

However, Eq.~23! shows that based on physical arguments the lag
ratio tT /tq is always greater than 1~i.e., tT /tq.1). Therefore,
underdamped solutions, which require according to Eq.~43! that
tT /tq,1, are being ruled out. Similarly, since the condition for
critically damped solutions isNd /Fo5tT /tq51, but in reality
this ratio is greater than 1~i.e., tT /tq.1), critically damped so-
lutions are ruled out as well. One can, therefore, conclude that
underdamped and critically damped solutions are not possible,
and hence, oscillations cannot occur in dual-phase-lagging appli-
cation to porous media conduction subject to the specified geom-
etry and boundary conditions. Since resonance would have been
possible due to a forced periodic source or alternatively due to
periodic boundary conditions at a forcing frequency that is iden-
tical to one of the natural frequencies of the system, the lack of
possibility for underdamped solutions prevents resonance from

occurring as well in dual-phase-lagging application to porous me-
dia conduction subject to the specified geometry and boundary
conditions.

5 Results and Discussion
The possible solution is therefore the one corresponding to

overdamped conditions for all values ofn as presented by Eq.
~39!, leading to the complete solution in the form

u5x1(
n51

`

~A1nel1nt1A2nel2nt!sin~npx! (45)

By using the initial conditions specified in Eq.~33! with uo50,
representing a step temperature change of the hot wall atx51 ~to
T5TH or u51! from an initial uniform temperature in the slab
T5TC ~or, u50!, one obtains the following expressions for the
coefficientsA1n andA2n :

A1n5
2

~l2n2l1n!np
$u̇o@~21!n21#1l2n~21!n% (46)

A2n5
22

~l2n2l1n!np
$u̇o@~21!n21#1l1n~21!n% (47)

A different constant value ofuo for the other phase will produce a
different coefficient.

A combination of three different cases is being considered. The
first case corresponds to moderate values of Fo andNd while the
initial condition for the temperature rate of change in time isu̇o
50, a condition that applies if the slab was initially exposed to the
surroundings for a sufficient relaxation time in order to reach ther-
mal equilibrium with the environment. The temperature solution
as a function ofx5x* /L for the latter case of dual-phase-lagging
heat conduction in the porous slab corresponding to Fo51, Nd

51.1,uo50, andu̇o50, is presented in Fig. 2 for different values
of time. From Fig. 2, a typical feature of the dual-phase-lagging
conduction can be observed in the temperature jump at the hot
wall wherex5x* /L51. While Fourier conduction is capable of
quickly smoothing out any initial temperature discontinuity@see
Fig. 5, which describes essentially a typical Fourier solution
where the initial (t50) discontinuity atx5x* /L51 disappears
at all subsequent timest.0], the dual-phase-lagging retains this
discontinuity for all times until steady state is achieved~as ob-
served in Fig. 2 at the locationx5x* /L51), the latter steady

Fig. 2 Temperature solution of dual-phase-lagging thermal
conduction in a porous slab as a function of xÄx * ÕL for differ-
ent values of time and corresponding to Fo Ä1, NdÄ1.1, uoÄ0,
and u̇oÄ0

Journal of Heat Transfer MARCH 2005, Vol. 127 Õ 311

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



state only being capable of removing the discontinuity. Over-
shooting is not possible if the initial rate of temperature change
vanishes~i.e., if u̇o50).

The second case applies to the same moderate values of Fo51
andNd51.1, whereas the initial condition for the temperature rate
of change in time isu̇o510. The latter applies to strong initial
thermal inertia, a condition that is expected to produce an over-
shooting solution in time. The temperature solution as a function
of x5x* /L for the latter case of dual-phase-lagging heat conduc-
tion in the porous slab, corresponding to Fo51, Nd51.1, uo50,
andu̇o510, is presented in Fig. 3 for different values of time. The
temperature discontinuity atx5x* /L51 is maintained here as
well until steady state is reached. The same solution in the time
domain ~i.e., the temperature solution as a function of time for
different values ofx5x* /L) is presented in Fig. 4, where the
overshooting is apparent. Such an overshooting is not possible in
a Fourier heat conduction solution nor in DuPhlag heat conduc-
tion whenu̇o50.

In order to observe how the solution of the dual-phase-lagging
conduction degenerates to the Lotheq heat conduction solution
~Fourier diffusion!a third case was considered, corresponding to
very small values of Fo andNd . The temperature solution as a
function of x5x* /L for dual-phase-lagging heat conduction in
the porous slab corresponding to the limiting case of approximate
Lotheq~Fourier!conduction~i.e., Fo51023, Nd51.131023, and
for uo50 andu̇o510) is presented in Fig. 5 for different values
of time, where the typical Fourier thermal diffusion evolution to-
ward the steady state is identified. An evaluation of the maximum
absolute temperature difference between this solution and the ac-
curate Fourier conduction solution shows that the difference is
about 531023.

6 Conclusions
The approximate equivalence between the dual-phase-lagging

~DuPhlag!heat conduction model and the Fourier heat conduction
in porous media subject to lack of local thermal equilibrium~La
Lotheq!suggested the possibility of thermal waves and resonance.
It was demonstrated that the conditions necessary for such thermal
oscillations and possibly resonance to materialize are not physi-
cally attainable in a porous slab subject to Dirichlet boundary
conditions. Nevertheless, temperature overshooting in time is pos-

Fig. 3 Temperature solution of dual-phase-lagging thermal
conduction in a porous slab as a function of xÄx * ÕL for differ-
ent values of time and corresponding to Fo Ä1, NdÄ1.1, uoÄ0,
and u̇oÄ10

Fig. 4 Temperature solution of dual-phase-lagging thermal
conduction in porous media as a function of time for different
values of xÄx * ÕL and corresponding to Fo Ä1, NdÄ1.1, uoÄ0,
and u̇oÄ10: „a… the solution for xÄ0, 0.1, 0.2, 0.3, 0.4, 0.5; „b…
the solution for xÄ0.6, 0.7, 0.8, 0.9, 1

Fig. 5 Temperature solution of dual-phase-lagging thermal
conduction in a porous slab as a function of xÄx * ÕL for differ-
ent values of time and corresponding to small values of Fo
Ä10À3 and NdÄ1.1Ã10À3 and to uoÄ0 and u̇oÄ10. The param-
eter values correspond to small dual-phase-lagging effect lead-
ing approximately to a local thermal equilibrium „Lotheq… con-
duction solution „Fourier diffusion ….
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sible and can occur if the initial rate of change of the temperature
with time is nonzero,u̇oÞ0. As the temperature gradient time lag
tT is always larger than the heat flux time lagtq , the heat flux is
the cause and the temperature gradient is the effect in a porous
slab heat conduction subject to constant temperatures on the walls.
These results suggest the need for a critical reevaluation of the
DuPhlag model as used in other applications along similar lines as
presented here in order to establish the physical realization of
thermal waves and resonance via the dual phase lagging model.

Nomenclature

Latin Symbols

cp, f , cs 5 fluid and solid phase specific heat, respectively
~dimensional!

êx 5 unit vector in thex direction.
êy 5 unit vector in they direction.
êz 5 unit vector in thez direction.

Fo 5 Fourier number, equalsaetq /L2

Nd 5 dual-phase-lagging mixed term dimensionless
group, equalsde /L25aetT /L2

Nb 5 dual-phase-lagging biharmonic term dimen-
sionless group, equalsbe /aeL

2

h 5 integral heat transfer coefficient for the heat
conduction at the solid-fluid interface~dimen-
sional!

ks 5 effective thermal conductivity of the solid
phase, equals (12w) k̃s ~dimensional!

k̃s 5 thermal conductivity of the solid phase,~di-
mensional!

kf 5 effective thermal conductivity of the fluid
phase, equalsw k̃f ~dimensional!

k̃f 5 thermal conductivity of the fluid phase,~di-
mensional!

L 5 length of the porous slab~dimensional!
q 5 heat flux vector~dimensional!

t* 5 time ~dimensional!
T 5 temperature~dimensional!

TC 5 coldest wall temperature~dimensional!
TH 5 hottest wall temperature~dimensional!
x* 5 horizontal coordinate~dimensional!

x 5 position vector, equalsxêx1yêy1zêz

Greek Symbols

ae 5 effective thermal diffusivity, defined by Eq.~6! ~di-
mensional!

be 5 effective property coefficient to the dual-phase-
lagging biharmonic term, defined in Eq.~6! ~dimen-
sional!

gs 5 solid phase effective heat capacity, equals
(12w)rscs ~dimensional!

g f 5 fluid phase effective heat capacity, equalswr fcp, f
~dimensional!

de 5 effective property coefficient to the dual-phase-
lagging mixed term, defined in Eq.~6! ~dimensional!

u 5 dimensionless temperature, equals (T2TC)/(TH
2TC)

w 5 porosity.
rs 5 solid phase density
r f 5 fluid phase density
tq 5 time lag associated with the heat flux, defined by Eq.

~6! ~dimensional!
tT 5 time lag associated with the temperature gradient,

equalsde /ae ~dimensional!
vn 5 dimensionless natural thermal frequency defined by

Eq. ~36!

Subscripts

* 5 corresponding to dimensional values of the indepen-
dent variables

s 5 related to the solid phase
f 5 related to the fluid phase

Appendix
The condition for underdamped solutions to materialize was

presented in Eq.~42! in the form

~11Nd n2p2!2

4 Fon2p2
,1 (A1)

The inequality presented in Eq.~A1! can be expanded to produce
the following inequality which applies to the values ofn:

y[n41bn21c,0 (A2)

where

b5
2~Nd22Fo!

p2Nd
2

, c5
1

p4Nd
2
.0 (A3)

By treatingn2 as a continuous variable, the functiony(n2)5n4

1bn21c represents a parabola which has a minimum atn2

5(2b/2). For obtaining real and positive values ofn the roots,
n2, of the equationy[n41bn21c50 have to be real and posi-
tive. The plot ofy(n2) as a function ofn2 is presented in Fig. 6,
identifying the cases wherec.0, while the cases whenc,0 are
not presented as they are not applicable here according to Eq.
~A3!. The two typical curves presented in Fig. 6 correspond tob
,0 (Nd /Fo,2) and b.0 (Nd /Fo.2). For b.0 (Nd /Fo.2)
the negative part of the curve corresponds to negative values ofn2

and, therefore, cannot accommodate real values ofn. For b
,0 (Nd /Fo,2), an underdamped solution is, in principle, pos-
sible provided the roots of the quadratic equationy[n41bn2

1c50 are real. The latter implies that the following rootsn1,2
2

52b@16A124c/b2#/2 have to be real for obtaining two real
and positive values ofn2 as presented in Fig. 6. For the latter to
occur the discriminant (b224c) must be positive. By substituting
the parameters from Eq.~A3! into this condition, it yields

4

p4Nd
2 F ~Nd22Fo!2

Nd
2

21G.0 (A4)

Further derivation of the square brackets in Eq.~A4! leads to

Fig. 6 Graphical representation of the conditions for under-
damped, critically damped, and overdamped solutions in terms
of the function y „n 2

…Än 4¿bn 2¿c , for cÌ0
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2
4 Fo

Nd
F12

Fo

Nd
G.0 (A5)

For positive values of Fo.0 andNd.0 Eq. ~A5! requires

Nd

Fo
5

tT

tq
,1 (A6)

Inequality~A6! represents a necessary and sufficient condition for
underdamped solutions to materialize.
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Measurement of Thermal
Boundary Conductance of a
Series of Metal-Dielectric
Interfaces by the Transient
Thermoreflectance Technique
Measurement of the thermal boundary conductance (TBC) by use of a nondestructive
optical technique, transient thermoreflectance (TTR), is presented. A simple thermal
model for the TTR is presented with a discussion of its applicability and sensitivity. A
specially prepared sample series of Cr, Al, Au, and Pt on four different substrates (Si,
sapphire, GaN, and AlN) were tested at room temperature and the TTR signal fitted to the
thermal model. The resulting TBC values vary by more than a factor of 3~0.71
3108–2.33108 W/m2 K!. It is shown that the diffuse mismatch model (DMM) tended to
overpredict the TBC of interfaces with materials having similar phonon spectra, while
underpredicting the TBC for interfaces with dissimilar phonon spectra. The DMM only
accounts for diffuse elastic scattering. Other scattering mechanisms are discussed which
may explain the failure of the DMM at room temperature.@DOI: 10.1115/1.1857944#

Introduction
Thermal management of micro- and optoelectronics is becom-

ing more critical as device sizes decrease and new materials are
employed. For this reason, there has been a growing interest in the
determination of the thermophysical properties of thin-film mate-
rials. Significant attention has been given to the thermal diffusiv-
ity of thin-film materials, which often differs from bulk materials.
Perhaps more critical to the thermal management of superlattice
and future nanoscale devices is the thermal boundary resistance
~TBR!, which is frequently approximated or neglected leading to
significant uncertainties in design and performance. Specific ap-
plications for which TBR is currently being considered are ther-
mionic refrigeration @1#, thermoelectrics@2#, thin-film high-
temperature superconductors@3,4#, heterostructure field-effect
transistors@5#, and optical data storage media@6#. More applica-
tions are sure to follow. The TBR can vary widely depending on
the deposition technique and types of materials utilized. Precise
knowledge of the TBR is required in order to fully understand the
thermal characteristics of multilayer thin-film devices. The ability
to determine the TBR between thin metal films and different sub-
strate materials will become increasingly critical to both the de-
sign and selection of innovative dielectric materials and the selec-
tion of deposition techniques.

TBR creates an abrupt change in temperature,DT, across an
interface between two different materials. This was first observed
by Kapitza for a solid and liquid helium interface in 1941@7#. The
inverse of TBR is often referred to as Kapitza conductance,sk or
thermal boundary conductance~TBC!. The heat flux,q9, across
an interface can be expressed by the following equation:

q95skDT (1)

The primary energy carriers in dielectric materials are acoustic
phonons. Consequently, the TBR of dissimilar dielectric materials
is often attributed to the reflection of phonons at the interface.
There have been several theoretical models developed to estimate
the TBR. The first of these theories is the acoustic mismatch

model ~AMM! developed by Little for the interface of dissimilar
solids at low temperatures@8#. This model assumes that each solid
can be treated as a continuum with a perfect interface. The inci-
dent phonons are treated as plane waves, for which transmission
and reflection probabilities are calculated, and there is no scatter-
ing at the interface. The AMM assumptions are generally reason-
able at low temperatures and for perfect interfaces. A more recent
model, called the diffuse mismatch model~DMM!, was developed
and is generally more applicable for nonperfect interfaces, where
at higher temperatures, higher-frequency acoustic phonons are ex-
pected to scatter. This model assumes complete diffuse scattering
at the interface@9#. The transmission probability is then related to
the density of phonon states on both sides of the interface. Diffuse
scattering is more important at higher temperatures and for non-
perfect interfaces. Swartz and Pohl@9# conducted experiments
comparing the two models. A review of both mismatch theories
and their comparison to experimental observations was compiled
by Swartz and Pohl@7#.

More recent theoretical efforts have utilized lattice-dynamical
calculations to numerically determine the TBR. Young and Maris
calculated theoretical Kapitza resistances using three-dimensional
lattices@10#. Experimental data was later compared to this lattice-
dynamical model over various materials and over a range of tem-
peratures@11#. Pettersson and Mahan altered the model to account
for dissimilar lattices@12#. More elaborate lattice-dynamical mod-
els have been developed by Kechrakos@13# and Fagas et al.@14#
in attempts to account for phonon scattering at disordered inter-
faces. For a more recent review of the theoretical methods for
calculating the TBR, see Cahill et al.@15#.

TBR measurements have been made using a few different tech-
niques. One technique employed by Swartz and Pohl@9# utilizes
two thin-film microbridges deposited close to one another on a
dielectric substrate. One microbridge is used as both a heat source
and thermal sensor on the metal side and the other microbridge is
a thermal sensor for the dielectric side. This technique requires
that the mean-free path of the phonon is larger than the spacing
between the microbridges, and is therefore only applicable at low
temperatures. A second technique, called modulated thermoreflec-
tance microscopy, examines the propagation of thermal waves
generated by a laser pulse@16,17#. The wave propagation is de-
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termined by measuring the reflectance of a probe beam that is
rastered around the heating location. The phase of the probe is
measured and compared to a thermal model where the thermal
boundary resistance is treated as a free parameter@18,19#. A third
technique, the 3v method, uses an ac hot-wire setup to measure
apparent thermal conductivity of a film and interface system. The
TBR is extracted from data taken on a series of films while vary-
ing thickness@20,21#.

A fourth technique is the transient thermoreflectance technique
~TTR! where a short-pulsed laser beam is used to heat a thin metal
film. The thin metal film is then probed with a weaker laser pulse
after a known time delay in order to measure the transient tem-
perature change of the metal film. This technique was used by
Stoner and Maris@11# and Costescu et al.@22# to measure the
TBR of metal films and dielectric substrates. One distinct advan-
tage of this technique is the ability to directly measure the thin-
film TBR of films with thicknesses on the order of the optical
penetration depth. This paper describes the TTR technique and its
application to a specially prepared set of metal films and dielectric
interfaces. Several issues associated with using TTR for measur-
ing the TBR will be discussed. The systematic set of data col-
lected as part of this investigation will hopefully be used in future
developments of more sophisticated models for the TBR of inter-
faces, which to date are still lacking.

Transient Thermal Reflectance Technique
The TTR method uses an intense ultrashort laser pulse to gen-

erate a transient thermal response, and a weaker probe pulse to
monitor the reflectivity response of the surface. Changes in reflec-
tively can be related to the change in temperature for most metals.
A schematic of the experimental setup is shown in Fig. 1. The
pulses from a 76 MHz Ti:Sapphire laser with a full width at half
maximum~FWHM! pulse width of 200 fs are separated into two
beams with an intensity ratio of 9:1 by a nonpolarizing beam
splitter. The intense ‘‘pump’’ beam is used to heat the film while
the low power ‘‘probe’’ beam is used to monitor the reflectivity.
The pump beam passes through an acousto-optic modulator,
which creates a pulse train at a frequency of 1 MHz. The pump
beam is focused to;80 mm at an incident angle of 30 deg with an
estimated fluence of;2 J/m2. The probe beam passes through a
dovetail prism mounted on a variable delay stage that is used to
increase the optical path length of the probe beam and hence the
time delay between the pump and probe pulses. A half-wave plate
rotates the probe beam’s polarization parallel to the plane of inci-
dence. The probe, which is centered in the heated area, is focused

to ;15 mm at near-normal incidence to minimize the illuminated
area. A polarizer, oriented such that only the probe light passes
and not the pump, is positioned before a silicon photodiode, which
monitors the probe beam’s reflection off the sample. The reflec-
tivity of metals is assumed to be linearly related to temperature for
small changes in temperature, which creates an amplitude modu-
lation in the probe beam. A lock-in amplifier set at a frequency of
1 MHz monitors the photodiode response to the modulation in
intensity of the probe beam. The probe pulse is delayed in time
allowing for the transient cooling profile of the sample to be re-
corded.

For long scans and samples where residual heating cannot be
neglected, data must be phase corrected as described by Smith
et al. @23#. Alignment of the pump and probe spots for long scans
can be an issue as pointed out by Capinski and Maris@24#. To
avoid the misalignment problems, the probe beam was collimated
before the stage and the probe spot was profiled using a sweeping
knife edge for all time delays. For the pump-probe diameter ratios
utilized in this investigation and for less then the measured 5mm
overlap error, the errors in signal at any given delay time are less
than 1% due to misalignment.

Thermal Model and Analysis
The heat transfer within the metal film and the substrate mate-

rial heated by a short-pulsed laser on a timescale greater than
;100 ps is governed by the time dependent heat conduction equa-
tion, which describes the thermal diffusion in the metal film and
substrate, respectively:

Cf

]u f

]t
5kf

]2u f

]x2
(2)

Cs

]us

]t
5ks

]2us

]x2
(3)

whereu is the temperature above ambient,C is the thermal ca-
pacitance, andk is thermal conductivity.

Upon absorption of a laser pulse, there is an immediate tem-
perature gradient in the metal film given by Eq.~4! and a negli-
gible temperature rise in the substrate. Therefore, initial condi-
tions for the metal film and the substrate are:

u f~x!5
F~12R!

Cfd
e2x/d (4)

Fig. 1 TTR experimental setup
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us~x!50 (5)

whereF is the fluence,R is the reflectance, andd is energy depo-
sition depth. In reality, the initial temperature profile will be more
uniform across the metal film due to increased thermal diffusion
that results from nonequilibrium heating during the first few pico-
seconds@25#. To account for the initial nonequilibrium between
electron and phonon systems, a more sophisticated model could
be used, but it turns out to have little impact on the decay after
100 ps, which is of interest for measuring the TBR. Equation~5!
assumes that the initial heating of the substrate is negligible. This
assumption is valid when the metal film thickness is two or more
times greater than the optical penetration depth and the substrate
has a small optical absorption coefficient and a significant thermal
conductivity.

At the interface (x5d), the conductive heat flux of the sub-
strate and film are equal to the heat transport across the interface,
so the system is subject to the following boundary conditions:

2kf

]u f

]x
~x5d!5s~u f2us! (6)

2ks

]us

]x
~x5d!5s~u f2us! (7)

wheres is the TBC. For the nanosecond time regime considered,
the convective and radiative losses from the surface of the metal
film ~at x50) are negligible. The substrate is treated as semi-
infinite, because less than 2mm of the substrate are influenced by
the temperature rise on the 1–2 ns timescale of the experiment.

In order to resolve the thermal boundary conductance, the time
constant for the film should be significantly smaller than the time
constant associated with the interface, otherwise it will be difficult
to extract the TBC from the thermal diffusion in the film. The time
constant,t, associated with diffusion of heat in the film can be
approximated using:

t'
d2

a
(8)

wherea is the effective diffusivity of the metal film, andd is the
film thickness. The interface time constant is given by

t i5
Cfd

s
(9)

for highly conductive substrates@11#. Thus, this model and experi-
mental technique is limited to situations in which the following
applies:

t

t i
5

ds

kf
,1 (10)

Practically, this means that for metals with interfaces having
s'23108 W/m2 K, films are restricted to thicknesses less than
100 nm. Also, the interface time constant,t i , should be less than
or on the order of the TTR scan length in order to resolve the
TBR. Thus, for scan lengths of 1–2 ns, metal films should be 100
nm thick or less.

Another criteria for the applicability of using the TTR method
to resolve the TBC is that the substrate must have a significant
thermal conductivity@26#. Energy transferred across the interface
should not induce a large temperature change in the substrate;
otherwise the decay observed will be dominated by the thermal
resistance of the substrate and not the thermal boundary resis-
tance. High thermal conductivity also reduces issues associated
with steady-state heating. This criterion eliminates the use of
glasses for substrate materials.

Equations~2! and ~3! subject to Eqs.~4!–~7! are numerically
solved using the Crank–Nicolson method. Figure 2 shows the
temperature response of a 30 nm thick aluminum film on a sap-
phire substrate using a TBC of 1.053108 W/m2 K reported by
Stoner and Maris@11#. The dashed lines show the change in the
cooling profile resulting in a change in the TBC of650% indi-
cating how sensitive the model is to the value used for the TBC
even for a fairly low thermal conductance substrate, such as sap-
phire. Because the model is sensitive to the TBC, it should pro-
vide a high degree of confidence in determining the TBR from
experimental data assuming all other inputs are well known. For
substrates with higher thermal conductivities compared to sap-
phire, the differences between the cooling profile for a given TBC
and uncertainty of650% is even more significant.

In addition to being sensitive to the TBR, the model is also
sensitive to uncertainties in the film heat capacity and thickness.
The thermal response is only weakly dependent on the uncertain-
ties of thermal conductance and capacitance of the substrate and
the thermal conductance of the film. This is discussed in more
detail in the Results section.

Fig. 2 Modeled thermal response of 30 nm Al film on a sapphire substrate
with sÄ1.05Ã108 WÕm2 K. The dotted lines are the thermal response for the
same film with Á50% change in s.
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Samples
The current theory for TBR is primarily concerned with phonon

transmission across an interface and is therefore dependent on the
differences in the phonon densities of states of both materials at
the interface. Two sample series were selected to cover a wide
range of interface conditions in a systematic way. The series con-
sisted of 30 nm thick Al and Cr films deposited on Si, sapphire,
AlN, and GaN substrates. In addition, Au and Pt were deposited
only on Si substrates. The Si substrates were factory polished at
~100! orientation. The AlN substrates were single crystalline and
factory polished but had an unknown orientation. The GaN sub-
strate consisted of a 2mm polycrystalline layer of GaN metal-
organic vapor phase epitaxy deposited on thea plane of a polished
single-crystalline sapphire substrate. The Debye temperatures
(uD) for the materials used in the sample series are listed in
Table 1.

The Cr and Al films were deposited by rf diode sputtering with
5 in. 99.995% purity targets in a single sputter-down target system
with a base pressure of 831027 Torr. For each run, the substrates
were first spin cleaned in ethanol, trichloroethylene~TCA!, and
methanol and then hot-plate baked at 120°C for 5 min before
being loaded into the deposition system. The samples were
mounted onto a glass carrier with Apiezon-L high-vacuum grease,
and the carrier was in turn mounted with Apiezon-L to the water-
cooled substrate table. The samples were lightly sputter etch
cleaned at 300 V removing approximately 5 nm of material, in-
cluding the native oxide layer. The deposition rates, with a 600 V
target bias, were 4.60 nm/min and 6.77 nm/min for the Cr and Al
targets, respectively. The ‘‘30 nm’’ Cr samples were deposited in
two separate runs due to substrate size limitations. With an ex-
pected thickness of 30 nm, the two Cr and Al film thicknesses
subsequently measured from the glass carriers were 29.5 nm, 29.0

nm, and 28.0 nm, respectively. The film thicknesses were mea-
sured using a Tencor surface profiler, using a multiple~five! scan
method where the scans are averaged. The two subsequent mea-
surements~from the expected rate versus the measured carrier!
agreed to better than 5%.

The Au and Pt films were deposited using a Temescal BJD-
1800 evaporator. The deposition chamber was evacuated to a pres-
sure of;631027 Torr. The Au films were deposited at a rate of
60 nm/min and the Pt films were deposited at a rate of 30 nm/min.
The rate of deposition was monitored using a vibrating quartz
crystal, and the thickness of each film was measured using a pro-
filometer to confirm the accuracy of the quartz crystal. The thick-
ness presented for each film is the value measured using the Ten-
cor surface profiler. These values were consistent to within 10% of
the thickness predicted by the quartz crystal. Prior to deposition,
each substrate was cleaned using a solvent wash of ethanol, TCA,
and methanol. The substrates were also cleaned using a plasma-
line O2 cleaner.

Although much care was taken in making the samples, it should
be noted that the interfaces are more than likely not abrupt junc-
tions and possibly two phase, this can especially be the case for
metals on Si. Franciosi et al. experimentally determined that Cr
deposited on Si substrates at room temperature resulted in a Si-
rich intermixed layer on the order of 10 monolayers@30#. The
intermixed layer was not believed to be a silicide (CrSi2) which
typically forms at higher temperatures. Although Al and Si do not
form silicides, interdiffusion can occur at room temperature. In the
case of the Au and Pt samples, the native oxide layer suppresses
diffusion across the interface. Hiraki et al. showed that Au depos-
ited on SiO2 results in a sharp interface@31#.

Results
Several TTR scans were taken for each of the samples de-

scribed above. The TBC of each was determined by fitting the
model described in Eqs.~2!–~7! to TTR data. The proportionality
constant relating the measured changes in reflectance to the
changes in temperature was determined by fitting the TTR data to
the model at approximately 100 ps, when the temperature gradient
in the metal film is negligible and the film electrons and lattice are
in local equilibrium.

Figure 3 shows the best fit for a 29 nm thick Pt film on a Si
substrate, withs51.453108 W/m2 K and all other inputs set to
bulk values@32#. Although Fig. 3 does appear to have an excellent
fit, it was found that in most cases a better fit was achieved by
allowing the thermal conductivity of the substrate,ks , to be a free

Fig. 3 Experimental results for 29 Pt film on Si

Table 1 Debye temperatures „uD… of materials used in sample
series †27–29‡

Material uD (K)

Au 165
Pt 240
Al 428
Cr 630
GaN 600
Si 645
Sapphire 1035
AlN 1150
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parameter. The model is relatively insensitive toks . This method
was employed by Stoner and Maris with the explanation that there
is possibly a small damaged layer remaining near the surface of
the substrate from predeposition processing and this causes the
thermal conductivity to deviate from the bulk value@11#. In most
cases, the model fits best when the assumed value ofks is less
than the bulk value by approximately a factor of 2 or more. Figure
4 shows a fit for a 30 nm Cr film on a Si substrate. Cr samples
tended to give scans with little noise compared to Pt and other
films, which can be seen by comparing Figs. 3 and 4. Figure 4~a!
shows the results when the bulk value ofks5148 W/m K is em-
ployed, giving rise to a curve fit value ofs51.83108 W/m2 K.
Figure 4~b!shows the results obtained whenks is treated as a free
parameter. The best fit is obtained with aks of 82 W/m K and the
resulting value ofs52.13108 W/m2 K. The difference in the
best fit fors between using bulk values as opposed to allowingks
to be a free parameter was less than 20% in most cases. Several
scans were taken and fitted to the model described above withks
treated as a free parameter. The averaged values fors for the films
tested can be found in Table 2.

As mentioned earlier, the model is also sensitive to uncertain-
ties in the film heat capacity and thickness. The film thickness was
measured, but bulk values were used for the film heat capacity,
which is the product of the density and specific heat. Assuming an
uncertainty in the total heat capacity of the film of 10%, uncer-

tainties ins are between 10–20% for the samples listed in Table
2. The uncertainty has a stronger impact for less conducting sub-
strates, such as sapphire. Due to the sensitivity of the model to the
heat capacity of the film, a significant effort should be made to
measure film thickness and the density of the film to a greater
degree of accuracy to gain greater confidence in the measured
value ofs.

One possible explanation for the TBR and the reduced trans-
mission of phonons across an interface is the discontinuity in the
phonon density of states across the interface. If it is assumed that
phonons of a particular frequency in the metal film can only
couple with the same frequency phonons in the substrate, then the
transmission probability will be small if the number of states in
the substrate is small compared to those in the metal film or vice
versa. Following this line of reasoning, one would expect that

Fig. 4 Experimental results for 30 nm Cr film on Si with „a… bulk value used
for k s ; and „b… k s treated as a free parameter

Table 2 The average of best TBC, s„108 WÕm2 K…

Substrate\Film Au Pt Al Cr

GaN 1.9 2.3
Si 0.71 1.4 1.2 2.0
Sapphire 2.0 1.9
AlN 2.3 2.0
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materials with significantly different Debye temperatures would
have a smaller phonon transmission probability compared to ma-
terials with similar Debye temperatures. Figure 5 shows the TBC
data obtained from all scans performed for this study and data
collected by Stoner and Maris@11# versus the film-substrate De-
bye temperature ratio. In general, for poorly overlapping film-
substrate interfaces, where the Debye temperature ratio is small,
there tends to be lower TBC values, while for better overlapping
film-substrate interfaces there tends to be higher TBC values. Al-
though this is not a conclusive trend, it is strong evidence that the
phonon spectra disparity between two materials has a significant
impact on the TBR of the interface. The DMM, which is the
model often used in engineering analysis@2,3,5#, accounts for the
differences in the phonon spectra across interfaces.

To compare the DMM with the measured TBC, the TBC is
calculated using the DMM assuming isotropic Debye solids for
each sample. The ratios of the measured to the calculated DMM
TBC versus the film-substrate Debye temperature ratio are pre-
sented graphically in Fig. 6. It is apparent from Fig. 6 that the

DMM does not completely account for the trend for the room-
temperature TBCs of the sample series. For interfaces with Debye
temperature ratios greater than 0.4, the model overpredicts the
TBC, while for dissimilar materials, the DMM underpredicts the
TBC. For a more accurate application of the DMM, a realistic
phonon density of states as opposed to the Debye model could be
used, which was suggested by Swartz and Pohl@7#. When the
realistic phonon density of states as opposed to the Debye model
is used, the room-temperature DMM TBC is reduced as noted by
Stoner and Maris@11# for Pb and Au on diamond and sapphire
substrates and by Cahill et al.@20# for Al on a sapphire substrate.
This may explain a portion of the overprediction of the Debye-
based DMM for Debye-like interfaces. Unfortunately, the mea-
sured phonon density of states is not readily available in tabular
form and it is rarely separated into the different phonon modes,
making it difficult to use the DMM with realistic phonon density
of states.

Another possible explanation for the overprediction of the
Debye-based DMM is due to possible substrate damage and poor

Fig. 5 TBC versus the ratio of Debye temperatures of the metal film and
dielectric substrate. Some data are from Stoner and Maris †11‡.

Fig. 6 Ratio of measured to theoretical DMM TBC versus the ratio of Debye
temperatures of the metal film and dielectric substrate. Some data is from
Stoner and Maris †11‡.
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interface quality as suggested by Swartz and Pohl@9,11# and
Stoner and Maris@11#. Substrate damage is a strong possibility for
the Cr and Al samples which were sputtered etched. Just a 3–5 nm
damage thickness with thermal conductivities on the order of
amorphous materials~;1.5 W/m K! will result in thermal resis-
tances (2 – 331029 m2 K/W) that are on the order of those mea-
sured for low mismatch interfaces (531029 m2 K/W). These
large resistances associated with substrate damage could partially
explain why there are little differences in the TBC for the samples
with Debye temperature ratios above 0.4. The TBC for these
Debye-type materials appear to be restricted due to some interface
condition rather than the interface materials.

Costescu and Cahill measured TBC epitaxial interfaces with
low mismatch materials@22#. For these interfaces, substrate dam-
age and poor interfaces are not the issue@22#. Majumdar and
Reddy suggested that a thermal resistance associated with
electron-phonon coupling on the metal side of the interface ac-
counted for the difference between the DMM and measured data
@33#. Although, Majumdar’s model appears to provide a good ex-
planation for epitaxial interfaces, the effective electron-phonon
resistance is small (;,0.331029 m2 K/W for Cr! for most met-
als. The effective electron-phonon resistance is negligible com-
pared to the overall resistance measured for the Cr and Al inter-
faces. Therefore, the primary reason for overprediction of the
TBC by the DMM appears to be related to defects at the interface.
Future experiments are planned to investigate the effect of sub-
strate damage and poor interfaces on the effective TBC.

Although the above explanations may account for the discrep-
ancies between the DMM and experimental data for Debye-type
interfaces, other explanations are needed to describe the large ex-
perimental TBC compared to the DMM TBC for dissimilar mate-
rial interfaces. Embedded in the DMM is the assumption that only
elastic phonon scattering occurs, in other words, phonons scatter-
ing at the interface maintain the same frequency and do not scatter
into multiple phonons. Kosevich considered the role of subhar-
monic and multiharmonic phonon transmission on TBC@34#. By
using both a harmonic and anharmonic model, Kosevich was able
to show for a highly theoretical case that inelastic~subharmonic
and multiharmonic! scattering makes a greater contribution to the
TBC than elastic scattering for interfaces with very different vi-
brational spectra. Another mechanism for increased energy trans-
port across mismatch interfaces, proposed by Sergeev, is due to
inelastic scattering of electrons at the interface@35,36#. Sergeev’s
theoretical work focused on thin metal films on insulating sub-
strate in the low-temperature limit, (T,uD). It was assumed that
a portion of the electron scattering around the interface released
energy into the substrate phonon system. This TBC low-
temperature model approximates the electronic scattering portion
of the TBC to be 2 – 63107 W/m2 K, which is on the order of the
measured TBC for dissimilar material interfaces. Huberman and
Overhauser considered electrons in Pb transferring some of the
electrons’ energy to joint vibrational modes of a Pb–diamond in-
terface and then to the diamond substrate@37#. Although the
above theories appear plausible, they have been developed for
highly theoretical or material specific interfaces. Unfortunately, to
date, these theories have not been developed for a range or real
interfaces. There also has been little experimental data to verify
these proposed models. Further systematic testing is planned to
test some of the theories in hopes of developing a practical and
comprehensive model that can be applied to room-temperature
interfaces.

Conclusions
A description of the TTR technique for measuring TBRs of thin

metal film and dielectric substrates has been presented. The sen-
sitivity and applicability of the TTR technique was discussed
based on thermal properties of the interfacial materials. In particu-
lar, the technique is limited to thin metal films on substrates with
thermal conductivities of approximately 25 W/m K or greater. The

model is most sensitive to the TBC and the heat capacity of the
film and only slightly sensitive to the thermal properties of the
substrate.

A series of Cr, Al, Au, and Pt samples were carefully prepared
to supplement existing TBR data in developing improved TBR
theories. Scans of all the samples were conducted over several
sessions and at different pump intensities to verify the repeatabil-
ity of the TTR technique. The scans were fitted to the thermal
model to determine the TBC. It was found that best fits were
obtained by reducing the thermal conductivity of the substrate
from book values. The TBC generally increases as the phonon
density of states spectra of the metal film and dielectric substrate
are better overlapped. It was shown that the DMM using the De-
bye solid approximation did not adequately account for the range
of measured TBC. Brief explanations and potential transport
mechanisms were presented to describe the discrepancies.
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Nomenclature

C 5 heat capacitance, J/~m3 K!
d 5 film thickness and location of interface, m
F 5 laser fluence, J/m2

q9 5 heat flux across interface, W/m2

R 5 reflectance of metal film
t 5 time, s
x 5 coordinate from top of film surface, m
d 5 energy deposition depth into the film, m

DT 5 temperature drop across film-substrate interface, K
u 5 temperature above ambient, K

uD 5 Debye temperature under the low-temperature limit,
K

k 5 thermal conductivity, W/~m K!
s 5 thermal boundary conductance, W/~m2 K!
t 5 thin film diffusion time constant, s

t i 5 interface time constant, s

Subscripts

f 5 thin film
s 5 substrate
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A Thermodynamic
Nonequilibrium Slug Flow Model
This paper presents a calculation methodology to predict the peaks in heat transfer
coefficient at near zero equilibrium quality observed in forced convective boiling in ver-
tical conduits. The occurrence of such peaks is typical of low latent heat, low thermal
conductivity systems (such as refrigerants and hydrocarbons), and of systems in which the
vapor volume formation rate for a given heat flux is large (low-pressure water). The
methodology is based on a model that postulates that the mechanism behind the heat
transfer coefficient enhancement is the existence of thermodynamic nonequilibrium slug
flow, i.e., a type of slug flow in which rapid bubble growth in subcooled boiling leads to
the formation of Taylor bubbles separated by slugs of subcooled liquid. Results are com-
pared with experimental data for forced convective boiling of pure hydrocarbons and
show considerable improvement over existing correlations.@DOI: 10.1115/1.1857945#

1 Introduction
Several classes of heat transfer equipment operate at moderate

exit qualities and low-to-moderate mass and heat fluxes@1,2#. Un-
der these conditions, intermittent flow patterns, such as slug flow
and churn flow, are more likely to prevail than annular flow.
Wadekar and Kenning@1# and Wadekar@2# explored the reasons
for the lack of experimental data and of suitable predictive meth-
ods, despite the industrial significance of such flows.

As pointed out by Collier and Thome@3# and by Hewitt@4,5#,
the classical representation of forced convective boiling under low
wall heat flux conditions implies that the heat transfer coefficient
rises in the subcooled boiling region, and then is roughly constant
until the point where the convective boiling dominant region is
reached. Nevertheless, a number of studies demonstrate that, un-
der some conditions, a very distinctive departure from the classic
behavior takes place. For example, recent experimental work on
the boiling of pure hydrocarbons~n-pentane and iso-octane! in a
vertical electrically heated test section@6,7# showed that the heat
transfer coefficient is locally enhanced in the region near zero
equilibrium quality.

The objective of this paper is to examine the mechanisms which
can lead to this local heat transfer enhancement and to present a
methodology capable of predicting the heat transfer coefficient
behavior near zero quality@6#. The postulated mechanism is the
existence of local thermal nonequilibrium instabilities leading to
an abrupt flow pattern transition in the subcooled region@8,9#. As
will be seen, conditions of the experimental data against which the
present method will be compared are favorable to the occurrence
of such types of instability.

This paper is organized as follows. In Sec. 2, an account of the
experimental observations of the peaks in heat transfer coefficient
is made together with possible explanations for the heat transfer
enhancement. The proposed calculation methodology is described
in detail in Sec. 3. Results are presented in Sec. 4, where the
present method is compared with experimental data for two hy-
drocarbons and with predictions from existing correlations. Fi-
nally, conclusions are presented in Sec. 5.

2 Heat Transfer Coefficient Peaks Near Zero Quality

2.1 Experimental Observations. A detailed compilation of
experimental data showing near zero equilibrium quality heat
transfer coefficient peaks has been presented by Hewitt@4,5#.
Cheah@10# observed peaks in the heat transfer coefficient in boil-

ing water in vertical tubes at subatmospheric pressures~250
mbar!. The peaks were not observed at atmospheric pressure.
Similar behavior has been reported by Thome@11# for the boiling
of refrigerants in horizontal tubes.

The first systematic investigation of the heat transfer enhance-
ment near zero qualities was made by Kandlbinder@6#, who con-
ducted experiments on flow boiling of pentane and iso-octane in a
~0.0254 mm inner diameter, 8.5 m long! vertical tube. Kandlbind-
er’s experiments covered ranges of mass flux from 140 to 510
kg/m2 s, of heat flux from 10 to 60 kW/m2, of inlet subcooling
from 40°C to 10°C, and of pressure from 2.4 to 10 bar. A typical
example of the heat transfer coefficient enhancement phenomenon
observed by Kandlbinder is depicted in Fig. 1. Here, the time-
averaged local heat transfer coefficient is defined as

ā5
q̇w

T̄w2T̄b

(1)

Figure 1 also shows the profiles of local thermodynamic equilib-
rium quality and of local equilibrium subcooling~the difference
between the saturation temperature corresponding to the local
pressure and the thermodynamic equilibrium bulk temperature!.

Figure 2 shows the axial distribution of temperatures measured
at the center of the pipe by Kandlbinder@6# for the same case
depicted in Fig. 1. Profiles of calculated thermodynamic equilib-
rium bulk temperature, saturation temperature, and slug tempera-
ture ~to be defined in Sec. 3! are also presented. As can be seen,
the existence of thermal nonequilibrium~characterized by the dif-
ference between the equilibrium temperature and the experimental
values!persists over some distance downstream of the theoretical
point of net vapor generation~NVG! @12#. Allowing for some
experimental uncertainty, this distance is of the order of 2 m in the
case of Fig. 2. More recently, Urso et al.@7# extended Kandlbind-
er’s database by conducting experiments using iso-octane over a
lower range of mass fluxes~70 to 300 kg/m2 s!. The objective of
Urso et al.’s work was to obtain a wider range of qualities over
which the subannular regimes~bubble, slug, and churn! would
persist. The heat transfer coefficient peaks at near zero quality
were also observed consistently.

2.2 Prediction Efforts. As yet, no calculation method sat-
isfactorily predicts the trends of heat transfer coefficient leading to
an enhancement near zero quality. Kandlbinder@6# compared his
data for the saturated boiling region (T̄b5Tsat) with the correla-
tions of Chen@13#, Shah@14#, Kandlikar @15#, and Steiner and
Taborek@16#. Although the correlations performed satisfactorily
over the whole saturated data range~average errors less than 25%

1Author to whom correspondence should be addressed.
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and standard deviations of the order of 20% to 30%!, they have
severely underpredicted the experimental heat transfer coefficient
in the region near zero quality.

Urso et al.@7# were the first to include some mechanistic in-
sight into the calculation procedure. They made use of a modified
version of a model for slug flow heat transfer@1,2#. No attempt,
however, was made to take account of thermal nonequilibrium
effects ~see Sec. 2.3. below! in the methodology. Their model

provided results which generally agreed with their own data, but
failed to predict the heat transfer coefficient behavior near zero
vapor qualities.

2.3 Discussion of Mechanisms. Hewitt @4,5# suggested that
the most probable explanation for the occurrence of the near zero
quality peak in heat transfer coefficient was the existence of a
local thermal instability of the type observed by Jeglic and Grace
@8# and Ishii@9#. Basically, in a situation where the conditions for
bubble nucleation at the wall are poor, the layer of fluid adjacent
to the wall becomes highly superheated. Therefore, once a bubble
is nucleated, it grows rapidly, suddenly releasing the thermal en-
ergy stored in the surrounding liquid. Jeglic and Grace@8# showed
that the rate of change in void fraction in the subcooled region
was high and abrupt and that it was associated with the formation
of a vapor slug. In summary, there are four aspects that favor the
occurrence of the observed enhancement mechanism. These are as
follows:

1. Large vapor formation for a given superheat. This implies
high liquid-to-gas density ratios and/or low latent heat of vapor-
ization;

2. Low liquid thermal conductivity leading to large differences
between the wall temperature and the local saturation tempera-
ture. This explains the occurrence of this type of enhancement in
flows of organic fluids and refrigerants;

3. High subcooling. In light of their experimental results, Jeglic
and Grace@8# concluded that the abrupt transition associated with
the formation of a vapor plug took place when the subcooling was
significant. One, therefore, expects that at low subcooling, nucle-
ate boiling at the wall initiates early in the test section, thus pre-
venting excessive superheats in the liquid; and

4. Low mass transfer resistance to bubble growth. In mixture
systems, the less volatile material concentrates on the liquid side
of the interface and offers an additional resistance to rapid bubble
growth. This is probably the reason for near zero quality enhance-
ment observed by Kandlbinder@6# only during the single compo-
nent boiling experiments.

Fig. 1 Heat transfer coefficient enhancement near zero quality. Experimental
conditions: fluid: n -pentane, inlet pressure: 6.0 bar, total mass flux: 377.4
kgÕm 2 s, wall heat flux: 49.9 kW Õm2, inlet temperature: 67.5°C.

Fig. 2 Profiles of experimental „center line …, saturation, equi-
librium bulk and liquid slug temperature profiles. Experimental
conditions: fluid: n-pentane, inlet pressure: 6.0 bar, mass flux:
377.4 kgÕm 2 s, wall heat flux: 49.9 kW Õm2, inlet temperature:
67.5°C.
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3 The Methodology

3.1 Slug Flow and Thermal Nonequilibrium. The basic
structure of the present model is a slug unit that consists of a
Taylor bubble surrounded by a falling liquid film and a liquid
slug, as seen in Fig. 3. Theoretical models for the prediction of
adiabatic slug flows@17–20# rely on solutions of time- and area-
averaged mass and momentum conservation equations for the
Taylor bubble and liquid slug regions using appropriate closure
relations. A similar approach will be pursued here taking account
of nonequilibrium effects on the structure of the flow.

It is assumed that the abrupt vapor growth in the subcooled
region gives rise to the formation of Taylor bubbles. As they are
formed, the Taylor bubbles become separated by regions of sub-
cooled liquid ~slugs!. The falling film surrounding the Taylor
bubble is presumed saturated, i.e., a considerable portion of the
energy associated with the high wall temperatures in the near-wall
region is used up during the process of generation of the Taylor
bubble. Phase change and gas holdup within the liquid slug are
assumed negligible.

An energy balance over the slug unit gives

dmG

dt
Dhv1mScpL

dT̄S

dt
5Q̇ (2)

wheremG is the mass of vapor in the Taylor bubble, andms is the
mass of the liquid slug. AsQ̇5pq̇wdT(LB1LS) and mS

5prLLSdT
2/4, Eq. ~2! becomes

dmG

dt
5

pdT

Dhv
F q̇w~LB1LS!2

dT

4
rLcpL

dT̄S

dt G (3)

The masses of vapor and liquid within the slug unit are given by

mG5rGLB

p~dT22d!2

4
(4)

mL5rL

p

4
$LSdT

21LB@dT
22~dT22d!2#% (5)

By combining the overall mass conservation

dmG52dmL (6)

with Eqs.~3! to ~5! assuming that:~i! The thickness of the liquid
film surrounding the Taylor bubble is small compared with the

pipe diameter,~ii! the mass of the liquid film is small compared
with that of the slug, and~iii! that the densities do not vary
strongly with time/distance, one obtains

dLB

dt
5

1

rGDhv
F4q̇w~LB1LS!

dT
2rLcpLLS

dT̄S

dt G (7)

dLS

dt
5

1

Dhv
FcpLLS

dT̄S

dt
2

4q̇w~LB1LS!

rLdT
G (8)

As a system, the slug unit moves at a velocity equal to the rise
velocity of the~center of mass of the!Taylor bubble through the
pipe. Therefore, for a stationary observer assuming thatVGB
@dLB /dt, thendt/dz51/VGB and Eqs.~7! and ~8! become

dLB

dz
5

1

rGDhv
F4q̇w~LB1LS!

dTVGB
2rLcpLLS

dT̄S

dz G (9)

dLS

dz
5

1

Dhv
FcpLLS

dT̄S

dz
2

4q̇w~LB1LS!

rLdTVGB
G (10)

The average slug temperature profiledT̄S /dz is determined
through an energy balance in the liquid slug. This can be written
as follows@see Fig. 4~a!#

Q̇S5
d

dt
~eSmS!2ṁinhin1ṁouthout (11)

whereeS is the internal energy of the liquid slug, andṁin andṁout
are the mass flow rates entering and leaving the liquid slug, re-
spectively. It is assumed that compressibility effects in the liquid
slug are negligible (cp'cv). In light of previous hypotheses, the
combination of overall mass conservation and mass conservation
in the Taylor bubble region gives

d

dt
mS52

d

dt
mG5ṁin2ṁout (12)

Preliminary calculations, of the same nature of those performed in
@18#, showed that the fraction of the liquid slug cross section from
which liquid is drawn into the falling film, is relatively thin. Given
that the superheat in the fluid layers adjacent to the wall is con-
siderably high, the liquid in the fraction of the slug cross section
that supplies liquid to the film@region ‘‘A’’ of Fig. 4~b!# is likely
to have an average temperature close to the saturation tempera-
ture. Thus, since saturation has been assumed in the Taylor bubble

Fig. 3 A schematic representation of real slug flow
Fig. 4 „a… A schematic representation of the transfer of energy
into the liquid slug; „b… illustration of the wall superheat and the
liquid shedding into the film region
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region, it is hypothesized thathin'hout . Following the above sim-

plifications, and substituting Q̇S5q̇wLSpdT and mG

5prGLBdT
2/4, Eq. ~11! becomes

dT̄S

dt
5

4

dT

q̇w

rLcpL
2

rG

rL

1

LS

dLB

dt
~Tsat2T̄S! (13)

Since the liquid slug travels at a velocityVLS , the above equation
can be written as

dT̄S

dz
5

4

dT

q̇w

rLcpLVLS
2

rG

rL

1

LS

dLB

dz
~Tsat2T̄S! (14)

In the thermal nonequilibrium region, i.e.,T̄S(z),Tsat, the liquid
slug temperature gradient, the Taylor bubble growth rate, and the
liquid slug contraction rate are given by the simultaneous solution
of Eqs. ~9!, ~10!, and~14!. A stepwise solution of this system of
equations gives local values ofLB , LS , andT̄S along the thermal
nonequilibrium region. Calculation of additional slug flow param-
eters and determination of boundary conditions are addressed in
the next section.

3.2 Modeling

3.2.1 Slug Flow Parameters.In this work, ideal slug flow
~no vapor entrainment in the liquid slug! is assumed. Although
this is an oversimplification of the real situation and may lead to
some discrepancies, it does not alter qualitatively the main results
and conclusions of the present formulation.

As can be seen from several models available in the literature
@17–20#, under the ideal slug flow assumption and for steady-state
conditions, the overall vapor mass balance and the mass conser-
vation equations for the mixture in the Taylor bubble and liquid
slug regions become

UGS5beBVGB (15)

eBVGB1~12eB!VLB5UM (16)

VLS5UM (17)

whereUM5UGS1ULS5G@(12xG)/rL1xG /rG# is the mixture
velocity, b5LB /(LB1LS), and the film thickness and the void
fraction in the Taylor bubble region are related byd5dT(1
2eB

1/2)/2. The Taylor bubble velocity is given by the expression of
Nicklin et al. @21#

VGB51.2UM1V0 (18)

where V05g(gdT)1/2 is the rise velocity of a Taylor bubble in
quiescent liquid given by Wallis@22#. The parameterg was cor-
related by

g50.345F12expS 2
0.01Nf

0.345D GF12expS 3.372Bo

m D G (19)

where

m5H 10 when Nf.250
69/Nf

20.35 when 18,Nf,250
25 when Nf,18

(20)

The falling film velocity is given by@22#

VLB5H 20.333S gdT
2rL

hL
D ~12eB

1/2!2, when Ref,750

211.2@gdT~12eB
1/2!#1/2, when Ref.750

(21)

where Ref5uVLBurLd/hL is the falling film Reynolds number. In the
present methodology, Eqs.~15!–~21! are solved together with
Eqs.~9!, ~10!, and~14!. At each stepDz, a value ofb is calculated

and introduced together with the physical properties in Eqs.~15!–
~21! to give the local value of the real quality,xG , and also other
slug flow parameters.

3.2.2 Boundary Conditions.The distance from the pipe inlet
up to the point where slug flow takes place,z0 , must be defined
along with boundary conditions for Eqs.~9!, ~10!, and~14!. In the
present work, it is believed that the classical~i.e., textbook!rep-
resentation of the onset of the boiling and phase change~see Fig.
5.1 of Collier and Thome,@3#! is not applicable and the onset of
nucleation is associated with a sudden increase in void fraction
associated with the formation of a vapor plug@8#. In the absence
of a specific method to determinez0 , the Saha and Zuber@12#
NVG model was employed. Although Saha and Zuber’s correla-
tion is not strictly applicable to the present situation~boiling of
hydrocarbons!, it remains the most accurate of its kind@3# and is,
to the authors’ judgement, the best approximation given the cur-
rent resources. The model of Saha and Zuber@12# also provides
the liquid slug temperature at the onset of slug flow,T̄S,o .

The specification of the lengths of the liquid slug and Taylor
bubble regions at the onset of slug flow,LS,o andLB,o , is some-
what arbitrary. Values ofLS in equilibrium slug flow reported in
the literature range from 12dT to 20dT @23,24#. Equilibrium slug
flow models usually employ an intermediate value, i.e., 16dT
@25,26#. Here, for consistency, it has been assumed thatLS,o
516dT . The length of the Taylor bubble region at the onset of
slug flow was specified based on an estimate of the minimum
stable Taylor bubble length,LB,min , which would enable bubble
growth with distance.LB,min was determined by a search for the
local minimum of Eq.~9! throughd2LB /dz250. In the present
calculations, the value ofLB,o was taken as 1.2LB,min . As no
direct experimental data on the initial bubble length were avail-
able to confirm this hypothesis, several values ofLB,o were tested,
and the value which provided the best agreement in terms of cal-
culated heat transfer coefficient was selected. Nevertheless, results
showed that the sensitivity of the calculated heat transfer coeffi-
cient to the choice ofLB,o was marginal and even variations as
high as 50% ofLB,min did not affect the results significantly. This
is, however, an aspect of the methodology which certainly de-
serves further investigation.

3.3 Time-Averaged Local Heat Transfer. The time-
averaged local heat transfer coefficient has been defined by Eq.
~1!. In the slug flow regime, the local time-averaged wall tempera-
ture is given by~disregarding the thermal capacity of the heated
wall!

T̄w5
1

tsp
E

0

tsp

Twdt (22)

Taking into account the existence of a Taylor bubble region and a
liquid slug region, one can write

T̄w5
1

tsp
F E

0

ts f

Twdt1E
ts f

ts f1tss

TwdtG5
1

tsp
~ ts fT̄w, f1tssT̄w,S!

(23)

As mentioned before, as a system, the slug unit moves at a uni-
form velocity VGB . Thus, tss5LS /VGB , ts f5LB /VGB , and tsp
5(LS1LB)/VGB . In terms of the length fraction of the slug unit
occupied by the Taylor bubble region, Eq.~23! can be written as

T̄w5bT̄w, f1~12b!T̄w,S (24)

3.4 Heat Transfer in the Liquid Slug. Heat transfer in the
liquid slug region is calculated using a superposition model@13#,
assuming slug body subcooling. Thus

q̇w5ā f c,S~ T̄w,S2T̄S!1ānb,S~ T̄w,S2Tsat! (25)

or, in terms ofT̄w,S
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T̄w,S5
q̇w1ā f c,ST̄S1ānb,STsat

ā f c,S1ānb,S
(26)

The forced convective heat transfer coefficient in the liquid slug is
given by

ā f c,S5Fāc,S (27)

where

āc,S50.023
lL

dT
ReLS

0.8PrL
0.4 (28)

and ReLS5rLVLSdT /hL is the Reynolds number associated with the
liquid slug. F is the Chen@13# two-phase enhancement factor. In
the subcooled slug region,F is set equal to unity@3,27#, since the
slug void fraction is disregarded. The nucleate boiling heat trans-
fer coefficient was calculated fromānb,S5Sān,S , where

ān,S50.00122
lL

0.79cpL
0.45rL

0.49~ T̄w,S2Tsat!
0.24~pw,S2psat!

0.75

s0.5hL
0.29rG

0.24hLG
0.24

(29)

is the Forster and Zuber@28# correlation and

S5~112.5331026 ReLS
1.17!21 (30)

is the Chen@13# nucleate boiling suppression factor.

3.5 Heat Transfer in the Taylor Bubble. Heat transfer in
the Taylor bubble region is modeled assuming superposition of
heat transfer mechanisms@13# and saturation in the vicinity of the
Taylor bubble. Thus

q̇w5~ ā f c, f1ānb,f !~ T̄w, f2Tsat! (31)

or

T̄w, f5Tsat1
q̇w

ā f c, f1ānb,f
(32)

In the film region, the heat transfer coefficient is calculated using
the correlation of Chun and Seban@29#

ā f c, f

lL
S hL

2

rL
2g

D 1/3

50.0038~4 Ref !
0.4PrL

0.65 (33)

In the falling film region, the nucleate boiling coefficient is calcu-
lated through the Forster and Zuber@28# correlation—Eq.~29!

using T̄w, f—and the suppression factor,S, is estimated using ReF
in Eq. ~30!.

4 Results
Figure 5 exhibits, together with the heat transfer coefficient

distribution, the difference between the equilibrium bulk tempera-
ture, T̄b , and the calculated liquid slug temperature,T̄S . In this
particular case, the difference increases from zero up to approxi-
mately 3°C at the point whereT̄b5Tsat and then decreases in the
equilibrium saturated region (z.zsat). The slug temperature pro-
file is illustrated in Fig. 2, together with the saturation and equi-
librium bulk temperature profiles. The two vertical lines in Fig. 5
represent the NVG point@12# ~which in the present model corre-
sponds also to the point of onset of slug flow! and the point of
transition from slug flow to churn flow. The transition from slug
flow to churn flow was calculated using the model of Jayanti and
Hewitt @23#, who associated this transition to flooding in the Tay-
lor bubble region.

It is interesting to note that the peak in the temperature differ-
ence distribution somewhat coincides with that of the heat transfer
coefficient. This result has been observed consistently in our
simulations and goes a long way toward explaining the near zero
quality heat transfer coefficient enhancement. Once the large
nucleated bubble fills the pipe cross section, it continues to grow
~as will be shown below!, increasing the fluid velocity and reduc-
ing the residence time in the channel of the liquid slugs between
successive bubbles. This reduced residence time implies that the

Fig. 5 Variation of the difference between the equilibrium and slug tempera-
tures as a function of distance. Coincidence of temperature difference and
heat transfer coefficient peaks. Experimental conditions: fluid: iso-octane, in-
let pressure: 3.1 bar, total mass flux: 200.8 kg Õm2 s, wall heat flux: 19.5 kW Õm2,
inlet temperature: 117.4°C.
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liquid in the slug remains subcooled at any given position and,
therefore, the actual quality~and hence the heat transfer coeffi-
cient! is much higher than that calculated on a thermodynamic
basis~see Fig. 1!. As can be seen from the liquid slug temperature
profile in Fig. 2, since the slug velocity is ever increasing~as will
be shown below!, the subcooling is reduced much more slowly as
a function of distance than would be the case for an equilibrium
flow @7#. Moreover, Fig. 5 shows that the decay of the heat trans-
fer coefficient back toward the classical behavior of forced con-
vective boiling@3–5# corresponds to the region of breakdown of
slug flow into churn flow (S/C), predicted by the model of Jay-
anti and Hewitt@23#. Since this transition is related to the collapse
of the slug unit, the mixing of the phases would result in the
attainment of thermodynamic equilibrium, thus eliminating re-
maining local subcooling effects.

A further example of the variation of the difference between the
equilibrium and slug temperatures as a function of distance is
given in Fig. 6. In this figure, contrary to the example of Fig. 5,
the transition to churn flow takes place before the liquid slug
reaches saturation, i.e., the point at whichTsat2T̄S50. It is also
interesting to observe that, as theS/C transition takes place, the
heat transfer coefficient decreases sharply, reiterating the fact that
the subsistence of liquid subcooling is responsible for the local
heat transfer enhancement.

Figure 7 shows the variation with distance of the length of the
Taylor bubble and liquid slug regions and of the Taylor bubble
length fraction,b. As can be seen, the length of the liquid slug
remains approximately constant while the Taylor bubble length
virtually doubles along the distance over which the slug flow re-
gime prevails. As expected, the Taylor bubble length fraction
somehow follows the trend of the Taylor bubble length. It is the
increase in vapor mass fraction resulting from the growth of the
Taylor bubble shown in Fig. 7 that may trigger an early transition
to churn flow.

Calculated Taylor bubble and liquid slug velocities are plotted
in Fig. 8 as function of distance in the region of occurrence of slug
flow, i.e., between the NVG point and theS/C transition. Both

velocities increase as a result of the increase in real quality asso-
ciated with the increase in Taylor bubble length depicted in Fig. 7.
The velocity of the liquid phase in a hypothetical situation in
which complete thermodynamic equilibrium takes place is also
shown in Fig. 8~‘‘Liquid equilibrium velocity’’ !. In the region
upstream of the point at which the equilibrium quality is zero
~marked by X in the figure!, this velocity is equal to the liquid
superficial velocity,G/rL . As equilibrium phase change takes
place, the liquid velocity is estimated through

VL5
G~12xG,eq!

rL~12eG,eq!
(34)

wherexG,eq is the equilibrium quality andeG,eq is the void fraction
calculated based on the equilibrium quality. Here,eG,eq was esti-
mated using the Chexal–Lellouche@30,31#correlation. The equi-
librium quality ~also shown in Fig. 1! was calculated through a
heat balance. As can be seen, in the region of occurrence of slug
flow, the velocity of the subcooled slug is considerably higher
than the velocity of the liquid phase in a thermodynamic equilib-
rium situation.

An illustration of the local heat transfer coefficient prediction
capability of the model is provided in Figs. 9 and 10 for typical
n-pentane and iso-octane runs. The trend of the experimental data
is well picked up by the correlation in both cases. Although it
systematically underpredicts the data in the whole subcooled re-
gion ~the point of saturation is marked by X! and part of the
equilibrium saturated region of the case shown in Fig. 9, the cor-
relation exhibits an excellent agreement with the data in the sub-
cooled region of Fig. 10.

Analogous to theT̄b2T̄S profile ~see Fig. 5!, the peaks in the
calculated heat transfer coefficient profiles somewhat coincide
with those in the experimental data. Results obtained using the
Chen @13# correlation are also shown in Figs. 9 and 10. In the
subcooled region, the corrections suggested by Butterworth and
co-worker @3,27# were applied to the Chen@13# correlation. As
can be seen, the nonequilibrium slug model performs better than

Fig. 6 Variation of the difference between the equilibrium and slug tempera-
tures as a function of distance. Experimental conditions: fluid: iso-octane,
inlet pressure: 2.2 bar, total mass flux: 296.7 kg Õm2 s, wall heat flux: 60.1
kWÕm2, inlet temperature: 55.3°C.
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the Chen model in this region in both cases. In the equilibrium
saturated region~downstream of the X point!, the Chen model
predicts a sharp increase in the heat transfer coefficient, in con-
trast with the decreasing trend exhibited by the nonequilibrium
slug flow model. In short, as has been observed by Kandlbinder
@6#, the Chen@13# model, together with other correlations@14–

16, underpredicts the data in the near zero quality region and fail
to identify a point of maximum in the heat transfer coefficient
profiles. The general heat transfer behavior illustrated in Figs. 9
and 10 is typical of the conditions investigated here for both hy-
drocarbons.

Figure 11 presents a general comparison between experimental
and calculated heat transfer coefficients for bothn-pentane and
iso-octane for six runs that represent the range of parameters as-

Fig. 7 Variation of L S , L B , and b. Experimental conditions: fluid: iso-octane,
inlet pressure: 3.1 bar, total mass flux: 200.8 kg Õm2 s, wall heat flux: 19.5
kWÕm2, inlet temperature: 117.4°C.

Fig. 8 Taylor bubble and liquid slug velocity profiles as a func-
tion of distance in the region of occurrence of slug flow. The
equilibrium liquid velocity is shown for comparison. Experi-
mental conditions: fluid: n-pentane, inlet pressure: 4.9 bar, total
mass flux: 376.0 kg Õm2 s, wall heat flux: 50.0 kW Õm2, inlet tem-
perature: 60.7°C.

Fig. 9 Local heat transfer coefficient prediction. Experimental
conditions: fluid: n-pentane, inlet pressure: 6.0 bar, total mass
flux: 377.4 kg Õm2 s, wall heat flux: 49.9 kW Õm2, inlet tempera-
ture: 67.5°C.
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sessed by Kandlbinder@6#. The performance of the proposed non-
equilibrium slug flow model is superior to that of the Chen@13#
correlation and 95% of the data fall the618% relative error band.
The largest deviations between the Chen correlation and the ex-
perimental data take place in the equilibrium saturated region as
observed in Figs. 9 and 10.

As far as the local heat transfer coefficient prediction is con-
cerned, the performance of the nonequilibrium model could have
been improved by selecting a more appropriate and up-to-date set
of relationships to replace, for example, Eqs.~28!–~30! and ~33!.
In particular, it has been shown@32# that the Forster and Zuber
@28# correlation for the nucleate boiling contribution@Eq. ~29!# is

‘‘subject to considerable uncertainty’’. Nevertheless, we opted for
an adaptation of the Chen@13# model to better demonstrate the
effect of the proposed thermal nonequilibrium phenomenon in
comparison with the original and well-accepted Chen formulation.
The aim of the paper is not to put together the more accurate
correlation, but to point out and predict the underlying phenomena
through a set of physically consistent conservation equations.
Limitations and inconsistencies related to the definition and the
application of the two-phase enhancement and nucleate boiling
suppression factors in several widely used correlations have been
addressed in a recent paper by Webb@33#.

5 Conclusions
This paper presented a model for predicting the heat transfer

coefficient peaks observed in the near zero quality region in boil-
ing of hydrocarbons in a vertical pipe@6,7#. The principle of the
model is the occurrence of thermal nonequilibrium effects@8,9#
associated with the formation of a type of slug flow in which the
Taylor bubbles are separated by subcooled liquid slugs. The main
conclusions arising from this work are as follows:

1. It was shown that the heat transfer coefficient peaks coincide
with the peaks in the calculated difference between the equilib-
rium bulk and average slug temperatures,T̄b2T̄S . Thus, slugs
remain subcooled for distances longer than would be the case for
equilibrium flow situations. A consequence of this effect is that the
wall temperature in the liquid slug region is lower than that in the
equilibrium case. As the heat transfer coefficient is defined in
terms of an equilibrium relationship@Eq. ~1!#, the net result is an
increase in the heat transfer coefficient.

2. In addition to the apparent increase described in Eq.~1!
above, the increasing velocity of the subcooled liquid slugs result-
ing from the acceleration of the Taylor bubbles predicted by the
model may contribute to the local enhancement of the heat trans-
fer coefficient in the near zero quality region.

3. This is the first model to predict the local heat transfer en-
hancement in the near zero quality region. In the portion of the
pipe over which nonequilibrium slug flow takes place~between
the NVG point and the point of transition to churn flow@23#!, the
heat transfer coefficient was predicted within error limits to be
lower than those by established methodologies@6,13#.

4. Further experiments are needed to provide support for future
developments in the proposed model, such as the determination of
boundary conditions at the onset of nonequilibrium slug flow and
the inclusion of a model to predict the gas holdup in the subcooled
liquid slug.
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Nomenclature

Bo 5 (rL2rG)gdT
2/s—Bond number

cp 5 specific heat capacity~J/kg K!
dT 5 pipe diameter~m!
g 5 acceleration due to gravity~m/s2!
h 5 enthalpy~J/kg!

LS 5 length of the liquid slug region~m!
LB 5 length of the Taylor bubble region~m!
m 5 mass~kg!
ṁ 5 Mass flow rate~kg/s!
Nf 5 @dT

3g(rL2rG)rL#1/2/hL—viscosity number
p 5 pressure~Pa!

Pr 5 hcp /l—Prandtl number
q̇w 5 wall heat flux~W/m2!

Fig. 10 Local heat transfer coefficient prediction. Experimen-
tal conditions: fluid: iso-octane, inlet pressure: 3.1 bar, total
mass flux: 200.8 kg Õm2 s, wall heat flux: 19.5 kW Õm2, inlet tem-
perature: 117.4°C.

Fig. 11 Overall comparison of local heat transfer coefficient
predictions
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tsp 5 time period during which a slug unit is seen at a
fixed location~s!

ts f 5 time period during which a Taylor bubble~falling
film! is seen at a fixed location~s!

tss 5 time period during which a liquid slug is seen at a
fixed location~s!

Tb 5 equilibrium bulk temperature~K!
Ts 5 liquid slug bulk temperature~K!
Tw 5 wall temperature~K!

T̄w, f 5 local wall temperature averaged overts f (K)
T̄w,S 5 local wall temperature averaged overtss (K)
UGS 5 superficial velocity of the vapor~m/s!
ULS 5 superficial velocity of the liquid~m/s!
VGB 5 rise velocity of the center of mass of the Taylor

bubble~m/s!
VLB 5 falling film velocity ~m/s!
VLS 5 rise velocity of the center of mass of the liquid slug

~m/s!
xG 5 vapor mass fraction~quality! ~-!

z 5 distance along the pipe~m!

Greek

a 5 heat transfer coefficient~W/m2 K!
a f c,S 5 heat transfer coefficient due to forced convection in

the liquid slug~W/m2 K!
anb,S 5 heat transfer coefficient due to nucleate boiling in the

liquid slug ~W/m2 K!
b 5 length fraction of the slug unit occupied by the Tay-

lor bubble region~-!
Dhv 5 latent heat of vaporization~J/kg!

d 5 falling film thickness~m!
l 5 thermal conductivity~W/m K!
h 5 viscosity ~kg/m s!
e 5 void fraction ~-!
r 5 density~kg/m3!
s 5 surface tension~N/m!

Subscript

B 5 Taylor bubble
f 5 falling film

G 5 vapor
L 5 liquid
S 5 slug

sat 5 saturation

Superscript
¯ 5 time averaging
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An Experimental and Theoretical
Investigation of the Effect of Flow
Maldistribution on the Thermal
Performance of Plate Heat
Exchangers
An experimental and theoretical study of the effect of flow maldistribution from port to
channel on the thermal performance of single and multipass plate heat exchangers is
presented. In general, flow maldistribution brings about an increase in pressure drop and
decrease of the thermal performance in heat exchangers. This deterioration is found to
depend on flow rate, number of channels, and port size. Experiments show that analytical
predictions of pressure drop and thermal performance in presence of flow maldistribution
are quite accurate for practical purposes. The results indicate that under identical con-
ditions, maldistribution is more severe in Z-type plate heat exchanger compared to U type.
Multipassing is found to reduce the maldistribution effect significantly. An insight to the
physical aspects of maldistribution and its possible reduction through proper design strat-
egy are also presented.@DOI: 10.1115/1.1860568#

1 Introduction
Plate heat exchangers~PHE!are used in a variety of industries,

such as breweries, food processing, pharmaceutical, and dairy in-
dustries as well as in the chemical process and metallurgical in-
dustry and even in thermal power plants. A large amount of litera-
ture is available on the thermal performance of plate heat
exchangers, such as those by Focke et al.@1# and Muely and Man-
glik @2#. However, these works considered equal flow in each
channel, indicating an ideal case of no flow maldistribution. In the
direction of multipass flow arrangements, Jackson and Troupe@3#
analyzed the 1-1 and 2-2 pass arrangements with overall counter-
flow and parallel flow, and 4-4 arrangements with overall coun-
terflow. Kandlikar@4# numerically analyzed 1-1, 2-1, 2-2, and 3-1
counterflow arrangements and 1-1 and 2-2 parallel flow arrange-
ments. His results were extended by Shah and Kandlikar@5# for
1-1, 2-1, and 3-1 flow arrangements where the total number of
channelsN was systematically varied from 3 tò, and detailed
tabular results were provided for temperature effectiveness, P1
and LMTD correction factorF. It was shown that the ‘‘end effect’’
due to a small number of thermal plates is important only forN
,40 for 1-1, 2-1, and 3-1 arrangements. Pignotti and Tamborena
@6# classified the plate heat exchangers and showed two methods
of analysis: the numerical solution for the finite number of thermal
plates and the exact solution of an infinite number of thermal
plates. They found that the asymptotic behavior (N→`) is, in
fact, realized with only a small number of thermal plates, depend-
ing on the number of passes.

Toward flow maldistribution in plate heat exchangers, the effect
of unequal distribution of the fluid inside the channels was ana-
lyzed by Datta and Majumdar@7#. This work brought up the dif-
ference between U- and Z-type plate exchangers and expressed
the distribution in the channels in the form of a closed-form equa-
tion using the general flow channeling and unification concept of
Bajura and Jones@8#. In Bassiouny@9#, even though flow distri-
bution from channel to channel was explained excellently, this
distribution was not used for the thermal analysis, which pre-

vented assessment of the effect of this distribution on the thermal
performance of the plate heat exchanger. This created an inspira-
tion of the present work.

An analytical study has been made by Bassiouny and Martin
@10,11#to calculate the axial velocity and pressure distributions in
both the inlet and outlet conduits of plate heat exchangers as well
as the flow distribution in the channels between the plates and the
total pressure drop. From the analysis a general flow maldistribu-
tion characteristic parameter (m2) has been derived from the mass
and momentum formulation for inlet and exit port flows for all the
plate heat exchangers. With this parameter the flow behavior is
determined. The flow distribution tends to be uniform for low
values of m2(<0.01). If m2 is kept equal to zero, the flow distri-
bution will be purely uniform. The sign of m2 may be controlled
by the area ratio of the inlet and outlet conduits, whereas its mag-
nitude is affected by the shape and the number of plates. Thonon
et al. @12# presented a numerical model for flow distribution in
PHE and showed that pressure drop is significantly affected by the
flow maldistribution. They showed that thermal influence is lim-
ited to nonuniformity in channel outlet temperature while overall
thermal performances are less affected. Another important study
by Heggs and Scheidat@13# developed a mathematical model
which couples the maldistribution of flow within a plate heat ex-
changer to the heat transfer rate occurring in individual plate
channels. Flow maldistribution was found to be insignificant in
exchangers with less than 20 plates, but they found that the ad-
verse effect on the thermal performance by the end channels must
be accounted for in design. An analytical study of the effect of
maldistribution on only single-pass plate heat exchangers was car-
ried out by Rao et al.@14# but it was based on a large number of
simplifying assumptions, which were not verified experimentally.
Similar studies with multipass exchangers were carried out by
Rao and Das@15#, using a numerical method. The only experi-
mental study on flow maldistribution in PHEs is by Rao and Das
@16# considering the effect of maldistribution on pressure drop for
both isothermal and nonisothermal flow.

Thus, in general, very little attention has been paid to flow
maldistribution in plate heat exchangers even though the usage of
these is extensive. Recently some research efforts have been di-

1Corresponding Author.
Manuscript received May 25, 2004; revision received December 22, 2004. Re-

view conducted by: P. M. Ligrani.

332 Õ Vol. 127, MARCH 2005 Copyright © 2005 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



rected toward the flow maldistribution in plate heat exchangers,
however, reliable experimental and theoretical predictions of the
hydraulic and thermal performance in the presence of port-to-
channel flow maldistribution, which provide a complete picture of
the flow distribution and heat transfer in a real plate heat ex-
changer, are scare in literature. In the present work, the port-to-
channel flow maldistribution and its effects on the thermal perfor-
mance of plate heat exchangers have been studied. The
experiments have been carried out to validate the analytical mod-
els considering port-to-channel flow distribution and channel-to-
channel variable heat transfer coefficient as a function of a vari-
able channel Reynolds number for single and multipass plate heat
exchangers. A complete analytical treatment in contrast to avail-
able numerical approaches@13,14# has been adopted, and the
comparison with carefully designed experiments makes the
present study significant both fundamentally and with respect to
applications.

2 Experimental Apparatus and Procedures
The layout of the experimental setup is shown in Fig. 1. It

consists of a test plate heat exchanger, hot water storage tank, two
circulation pumps, cooling tower with storage tank, and comput-
erized data-acquisition unit. The plate heat exchanger consists of
40 corrugated steel plates. The detail of the plates is shown in Fig.
2. Differential manometers are connected to read the pressure
drop across an orifice flow meter and also across the test plate heat
exchanger. T-type thermocouples are used to measure the inlet/
outlet temperatures of the plate heat exchanger. The thermo-
couples were placed close to the PHE ports in the well-insulated
pipe sections. A temperature controller was used to maintain a
constant temperature in the storage hot water tank, which has
several heating elements. The given plate heat exchanger can be
modified according to the requirement of pass arrangements by
changing special plates that have one or more ports closed to
change the fluid passes. Both U- and Z-type plate heat exchanger
configurations can be obtained in the same setup by regulating the
valves alone without the need for changing the end or frame

plates. The area ratio of channel to port has been reduced to one-
fourth by inserting a wooden mandrel inside the ports, which is
shown in Fig. 3. The mandrel is so designed that the port effective
diameter reduces to half and the port area reduces to one-fourth.

For evaluating the channel heat transfer coefficient, the tests
were conducted with three channels with a counterflow arrange-
ment with an equal Reynolds number on both the sides. During
the measurements, the cold fluid was always kept on the side
having more channels, in case of an odd number of channels, to
minimize end heat loss. Cold process fluid was pumped out of the
feed water tank and into the plate heat exchanger where heat is
transferred from the hot to the cold fluid. The cold fluid then
enters a cooling tower where it is cooled before returning to the
plate heat exchanger. The hot fluid was pumped with the help of a
3 HP pump into the plate heat exchanger where it transfers heat to
the cold fluid prior to flowing back into the storage tank heated by

Fig. 1 Schematic view of experimental test facility „layout…

Fig. 2 Details of test plate
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seven submerged water heaters. Electrical power at 220–240 V
was supplied to the heating elements through the AC mains. Tem-
peratures were continuously recorded until steady state was
reached by a Hewlett Packard Data Acquisition Unit~Serial No.
34970A!. The flow rate and temperature limits were determined
by the maximum allowable heat transfer to the cooling tower and
by the system’s ability to achieve steady state within a reasonable
time. The flow rate and temperature data are used to check the
energy balance, and the aim is to keep the losses within 2%. A
series of experiments has been conducted for different flow rates,
pass arrangements, number of channels, and area ratio. The three-
pass arrangements chosen are representatives of 12N, N2N,
andM2N pass arrangements.

3 Data Reduction

3.1 Evaluation of Heat Transfer Coefficient and Thermal
Effectiveness. All of the thermal data were obtained under
steady-state conditions, and the range of operating conditions and
flow variables covered in these experiments were as follows:

6.53103W,Q,2.23104W

600,Re,6000

3.5,Pr,5.7

The four terminal temperatures have been denoted asTc,i ,
Tc,o , Th,i , andTh,o . From the measured values of temperatures
and flow rates, the dimensionless parameters, such as Reynolds
number and Nusselt number, were calculated based on the char-
acteristic length selected as the hydraulic diameter,de ~52b for
H@b) based on the projected plate area suggested by Shah and
Wanniarachchi@17#.

Nu5
h~2b!

l
, Re5

Uc~2b!

y
(1)

For the experiments the usual logarithmic mean temperature
difference ~LMTD! for the countercurrent flow plate heat ex-
changer was used in the form

DTlm5
DT12DT2

lnS DT1

DT2
D (2)

whereDT15Th,in2Tc,o andDT25Th,o2Tc,in . All fluid proper-
ties are evaluated at the mean temperature given by

Tm5~Tc,in1Tc,o!/2 (3)

Thus the overall heat transfer coefficient can be calculated from

U5
ṁcp~Tc,o2Tc,in!

AtDTlm
(4)

From the overall heat transfer coefficientU, the heat transfer
coefficients on the two sides are evaluated by using a correlation
of the form

Nu5C Rea Pr1/3 (5)

If the same heat transfer area is valid on the hot and cold water
sides, then the relation between the overall heat transfer coeffi-
cient and the convective heat transfer coefficient on both sides can
be expressed as

1

hhot
5

1

U
2

1

hcold
2RwallA (6)

Thus, the individual heat transfer coefficients are calculated by
taking care of the resistance due to the solid wall in between.
However, in order to calculatehhot , the cooling water side heat
transfer coefficienthcold is needed. This was determined from a
correlation derived from experiments by employing the modified
Wilson Plot technique@18#.

The« was calculated as a measure of the thermal performance.
The overall energy balance between the hot and cold fluids is
given by

Q5~ṁcp!h~Th,in2Th,o!5~ṁcp!c~Tc,o2Tc,in! (7)

and was kept within 2%, after accounting for end-plate heat
losses. The calculated heat exchanger effectiveness is given by

«5
~ṁCp!h~Th,in2Th,o!

~ṁCp!min~Th,in2Tc,in!
(8)

3.2 Evaluation of Flow Maldistribution Parameter. In
this analysis, the flow maldistribution parameterm2, as introduced
by Bassiouny and Martin@10,11#has been taken as principal pa-
rameter to designate port to channel maldistribution. The physical
significance of the maldistribution parameter is the index of de-
viation of the flow from the mean channel velocity in a plate
packed heat exchanger. It is a function of the momentum correc-
tion factor, the plate channel flow geometry, and the resistance to
flow in the channel, which results in the overall pressure drop
from inlet to outlet. Flow maldistribution can be induced by:~a!
heat exchanger geometry and~b! heat exchanger operating condi-
tions. The Geometry-induced flow maldistribution can be classi-
fied into three categories named~i! gross flow, ~ii! passage to
passage, and~iii! manifold-induced flow maldistribution. Port-to-
channel flow maldistribution belongs to the manifold-induced
flow maldistribution, and it is mainly depending on port and chan-
nel geometries and channel friction coefficientzc . This parameter
can be calculated as reported by Bassiouny and Martin@10,11#.
For identical inlet and exit port dimension, this value reduces to

m25S nAc

Ap
D 2 1

zc
(9)

Herezc is the overall frictional resistance of the channel.
In this equation,m2 serves as the parameter quantifying the

flow maldistribution. The value ofm2 approaches zero when the
flow is uniformly distributed among the channels. The more flow
maldistribution, the higher is the value ofm2. The theoretical
values ofm2 calculated from Eq.~9! for the present PHE are
shown in Table 1.

The overall channel pressure drop data was used in the follow-
ing equation to obtain the overall channel friction coefficientzc ,
according to

zc5
2~DPch!overall

rUc
2

(10)

wherezc5 f ( l /de)1 loss factors including turning, etc.

Fig. 3 Schematic view of the mandrel
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The overall pressure drop data has been obtained for a single
channel, and the friction factor was calculated and correlated as a
function of Reynolds number. This correlation has been found to
be

f 521.41 Re20.301 for 1000,Re,7000 (11)

A regression analysis was used for this purpose.
The nondimensional pressure drop can be written as

Dp* 5
P2P*

rWo
2

(12)

The flow maldistribution was calculated from the experimental
data using the following nondimensional overall pressure drop
equations, which are taken from the Bassiouny and Martin@10,11#
model for U- and Z-type PHE~flow arrangement shown in Fig. 4!
given by

U-type PHE

Dp5S m2

tanh2 m
D S Ap

nAc
D 2 zc

2
(13a)

Z-type PHE

Dp5F S m2

tanh2 m
D 1c2S 11

c2

m2D ~12sechm!2

tanh2 m
G S Ap

nAc
D 2 zc

2
(13b)

For each case the above equations were solved iteratively using
measured value of total pressure drop on the left-hand side of the
equations. This gives the actual effective value of maldistribution
parameterm2, which can be compared to the theoretical value
given by Eq.~9!.

3.3 Uncertainty in Measurements. The uncertainty analy-
sis for the derived quantities was carried out following the proce-
dure given in Moffat@19#. The uncertainty of the flow rate mea-
surement was estimated to be maximum 3.1%. The uncertainty in
the measurement of pressure was found to be 5% max. The un-
certainty in temperature measurement was within60.5°C. The
maximum errors in measurements of the primitive variableDT,
DP and m were 65%, 65.1%, and61.1%, respectively. More
than 680% of the heat transfer data have an energy balance
within 1.5%. Using the above values of measured quantities, the
maximum uncertainty in the values of Re,f, Q, and Nu were
calculated to be63.7%, 65.8%, 66.3%, and611.7%, respec-
tively. The uncertainty in thermal effectiveness« was found to be
65.7%.

4 Mathematical Model
The mathematical model has been developed with the following

assumptions:~i! the thermophysical properties of fluids are con-
sidered to be independent of temperature and pressure,~ii! heat
transfer is assumed to take place only between the channel and not
between the channel and ports or through the seal and gaskets,
~iii! the flow distribution inside the channel is taken to be uniform
giving a ‘‘plug flow’’ in each channel, and~iv! fluid is considered
to be adiabatically mixed after every pass. Considering a small
control volume of fluid inside the channel and a control volume of
solid plate as shown in Fig. 6, the governing equations can be
formulated for energy transfer depending on whether channels are
located inside a pass or at the pass boundary.

For fluid 1,

~ṁCp!1

dTi

dx
5

hiA

2L
~Twi2Ti !1

hiA

2L
~Twi112Ti ! (14)

For fluid 2, two possibilities occur:Fig. 4 Schematic views of U- and Z-type arrangements

Fig. 5 Flow configurations of multipass plate heat exchang-
ers: „a… 1ÀN pass, „b… NÀN pass, and „c… MÀN pass flow con-
figurations

Table 1 The parameter m 2 for the flow distribution in the
tested PHE

Re N510 N533 N5100

500 0.0078 0.0852 0.7825
1000 0.0096 0.1050 0.9640
2000 0.0118 0.1293 1.1878
3000 0.0134 0.1461 1.3419
5000 0.1560 0.1704 1.5649

10,000 0.1920 0.2099 1.9280
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i. channel inside a counter flow pass or pass boundary giving
consecutive opposing flow

~ṁCp!2

dTi

dx
5~21! i 21FhiA

2L
~Twi2Ti !1

hiA

2L
~Twi112Ti !G

(15)

ii. channel inside a parallel flow or pass boundary giving con-
secutive parallel flow

~ṁCp!2

dTi

dx
5FhiA

2L
~Twi2Ti !1

hiA

2L
~Twi112Ti !G (16)

For the plate

hi 21A

2L
~Ti 212Twi!1

hiA

2L
~Ti2Twi!50 (17)

In the multipass arrangement both fluid flow directions will be
changed according to pass arrangement, while the outlet of one
pass to inlet of the subsequent pass has to be considered. There-
fore the signs of first two equations would be changed according
to flow direction in a given pass arrangement.

In order to enable us to compare with the case of uniform flow
in all the channels, Eqs.~14!–~17! may be written as

For individual counter flow passi 52,3, . . . N21

dti
dX

56~21! i 21NTUrh~ i !rv~ i !F S ui 21
a

ui 21
a 1ui

aD t i 211S ui
a

ui
a1ui 11

n

1
ui

a

ui
a1ui 21

a
22D t i1S ui

a11

ui
a1ui 11

a D t i 11G (18)

For individual parallel flow passi 52,3, . . . N21

dti
dX

56~21! i 21NTUrh~ i !rv~ i !F S ui 21
a

ui 21
a 1ui

aD t i 211S ui
a

ui
a1ui 11

n

1
ui

a

ui
a1ui 21

a
22D t i1S ui

a11

ui
a1ui 11

a D t i 11G (19)

The 6 signs indicate whether the flow directions are in the same
or opposite direction with respect to the chosen coordinate.

For first channel, i.e.,i 51

dt1
dX

5NTUrv~1!rh~1!F S u1
a

u1
a1u2

a
21D t11S u2

a

u1
a1u2

aD t2G
(20)

For last channel, i.e.,i 5N

dtN
dX

5NTUrv~N!rh~N!F S uN21
a

uN21
a 1uN

a D tN21

1S uN
a

uN21
a 2uN

a
21D tNG (21)

The flow distribution from port to the channels has been taken
from Bassiouny and Martin@10,11#. Therefore, the nondimen-
sional channel velocity can be computed as

U-type u5S Ap

nAc
Dm

coshm~12z!

sinhm
(22a)

Z-type u5S Ap

nAc
Dm

coshmz

sinhm
(22b)

4.1 Boundary Conditions. For the above governing differ-
ential equations, the boundary conditions can be set as

at X50, t i50 for i 51,3,5, . . . N

at X51, t i51 for i 52,4,6, . . . N21

In case of multipass plate heat exchangers, the boundary condi-
tions depend on the type of pass arrangement. The multipass heat
exchanger can be divided into a number of heat exchangers as
shown in Fig. 5. Table 1 shows the flow arrangement in these
sector exchangers.

For 1-2 pass PHE, here, it has been divided into two heat ex-
changers~HXs!: HX1, and HX2, as shown in Fig. 5~a!. The
boundary conditions can be written as

at X50, t i50 for i 51,3, . . . N1 , N15N/2

at X51, t i5tm1 for i 5N112, N114, . . . N

ti51 for i 52,4, . . . N21

For 2-2 pass PHE, similarly for the 2-2 pass arrangement, each
pass can be considered as one counterflow heat exchanger giving

at X50 t i50 for i 51,3, . . . N151

for i 5N111, N113, . . . N21

at X51, t i5tm1 for i 5N112, N114, . . . N5tm2

for i 52,4, . . . N121

Fig. 6 Control volume of fluid inside the channel

Fig. 7 Parity plot of Nusselt number correlation
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For 3-2 pass PHE, in the case of the 3-2 pass arrangement, it has
been divided into heat exchangers as HX1, HX2, and HX3, as
shown in Fig. 5~c!. The first and third heat exchangers are counter
and parallel flow, respectively, and the central one can be consid-
ered as a mixed flow heat exchanger. The boundary conditions can
be set as

at X50, t i50 for i 51,3, . . . N15tm1

for i 52,4, . . . N2 ; N25N/3

at X51, ti5tm2 for i 5N212, N214, . . . N321

5tm3 for i 5N112, N114, . . . N2151

for t5N212, N214, . . . N3 , ~N35N/6!

The system of first-order ordinary differential equations,~18!–
~21!, can be solved by the method of eigenvalues analytically. The
most important requirement for this solution is a proper distribu-
tion of fluid in the channels from the port.

5 Solution Procedure
For solution, the set of differential equations given by Eqs.

~18!–~21! can be cast into a matrix differential equation of the
form

dt̄

dX
5 c̄t̄ (22c)

where t̄5@ t1 ,t2 ,t3 , . . . tN#T and c̄ is the coefficient matrix.
The solution to this matrix equation is given by

t̄5F̄B̄~X!K̄ (23)

B̄ is the diagonal matrix given by

B̄~X!5diag~eb1X,eb2X,eb3X . . . ebNX!

whereb1 , b2 , . . .bN are the eigenvalues of the matrixc̄ andF̄ is
the matrix containing the eigenvectors ofc̄.

Fig. 8 Comparison of theoretical and experimental data of m 2 for both U-
and Z-type plate heat exchangers

Fig. 9 Effect of flow maldistribution parameter m 2 on the thermal perfor-
mance of plate heat exchanger
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F̄5@ei j #, i 51,2, . . . N and j 51,2, . . . N

and K̄ is a coefficient matrix. The temperature distribution of the
individual channels is given by

Ti5(
j 51

N

K̄ jei j exp~b jX! (24)

Using the boundary conditions, a matrix equation of the follow-
ing form can be formed and from this the coefficient matrixD̄ can
be evaluated:

ȳK̄5S̄ (25)

For single-pass U- and Z-type plate heat exchangers

S̄5~0 1 0 1 . . .→N terms!T

The above matrixS̄ will be changed according to pass arrange-
ment for multipass PHEs. The coefficient matrixȳ is generated by
putting X50 andX51, respectively, in Eq.~25! to become

ȳi j 5e for i 51,3,5, . . . N

5ei j exp~b j ! for i 52,4,6, . . . N21

The system of linear equations given by Eq.~25! can be solved by
any standard matrix solver.

6 Results and Discussion

6.1 Determination of Heat Transfer Coefficient. In order
to establish the present method of analysis of maldistribution, the
measured values of heat exchanger thermal performance are to be
compared to those of the model for different values of parameters

Fig. 10 Effect of port diameter on the thermal performance of U-type plate
heat exchanger

Fig. 11 Effect of port diameter on the thermal performance of Z-type plate
heat exchanger

338 Õ Vol. 127, MARCH 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and pass arrangement like 1-1, 1-2, 2-2, and 2-3 passes. One of
the most important inputs to the plate heat exchanger performance
evaluation is the knowledge of the heat transfer coefficient. In
dimensionless form, it is presented in terms of the Nusselt number
versus Reynolds number.

Forced convection heat transfer coefficients for fully developed
turbulent liquid flow in plate heat exchanger are usually correlated
as

Nu5C Rea Pra1 (29)

where the empirical constantsC, a, anda1 depend on the plate
pattern and geometrical parameters. No published information is
available on the effect of systematic variation of fluid Prandtl
number on the Nusselt number, particularly for plate heat ex-
changers. However, until actual performance data are reported, the
exponent on Pr can be taken to be 1/3, as many investigators
already used it in literature.

With a Pr exponent of 1/3 for both fluid streams, the Re expo-
nenta and the constantC were evaluated from the multivariable

regression analysis using a modified Wilson plot technique as de-
scribed in Sec. 4. The iterative procedure, with regression fit
through the data, as shown in Fig. 7, yieldeda50.651 andC
50.218. Thus, the correlation for the heat transfer coefficient rec-
ommended for high transient and turbulent flow is

Nu50.218 Re0.65Pr1/3

6.2 Determination of the Flow Maldistribution Parameter
m2. A series of experiments have been carried out to find out the
value of the flow distribution parameterm2 for both U and Z
configurations of single-pass plate heat exchangers. The experi-
ments were conducted for the range of Reynolds numbers from
600 to 5500~for chevron plate heat exchangers turbulent flow
occurs above Re5500!. Figure 8 shows the comparison of theo-
retical and experimental value ofm2 over a wide range of Rey-
nolds number for both U- and Z-type 31 channel plate heat ex-
changer with 35 mm port diameter and the ratio of the cross-
sectional area of channel to port area of 0.162. The experimental

Fig. 12 Comparison of the effectiveness with NTU for U- and Z-type plate
heat exchangers at port diameter, DpÄ35 mm

Fig. 13 Effect of number of channels on thermal performance with NTU for
U-type plate exchanger at port diameter, DpÄ35 mm
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values ofm2 have been obtained from the measured overall pres-
sure drop by iterating Eq.~14! for values ofm2. The flow distri-
bution parameterm2 is a function of number of channels per fluid,
the area ratio of channel to port@i.e., (Ac /Ap)], and the channel
resistance in terms of frictional coefficientzc . The theoretical
value ofm2 was obtained by substituting the respective values of
these parameters into Eq.~10!. The two values match closely, but
the experimental one is higher than the theoretical value because
of port resistance and other unaccountable minor losses. The the-
oretical correlation given by Eq.~10! was derived while neglect-
ing the port resistance and the other unaccountable losses, such as
the losses due to sudden enlargement and contraction as well as
losses due to sharp edges.

6.3 Effect of Maldistribution on Single and Multipass
PHE. In order to obtain the effect of flow maldistribution on the
thermal performance of single and multipass plate heat exchang-
ers, a mathematical model has been developed as described in the
previous section. A typical plot of the effect of maldistribution on

the thermal performance of plate heat exchangers calculated using
this model is shown in Fig. 9. It shows the variation of the effec-
tiveness for the range of the flow maldistribution parameters of a
plate heat exchanger with 48 plates. Here the flow misdistribution
parameterm2 has been varied from 0.0~uniform distribution! to a
value of 25.0. The figure shows that, generally, the flow distribu-
tion affects the thermal performance. The performance is influ-
enced adversely with increasing value ofm2. Except for very
close to a uniform distribution (m2;0), the decrease is almost
exponential with the flow maldistribution parameterm2. The fig-
ure clearly indicates that the deterioration of the performance is
more severe with an equal number of passes and single pass being
the worst.

In the present study, the experiments were conducted for the
number of channels,N533 and 19, the heat capacity flow rate
ratio, R51, and the channel-to-port area ratio, (Ac /Ap)50.6172
and 0.1543. The area ratio has been changed with the help of a
wooden mandrel to reduce the port area of the plate heat ex-

Fig. 14 Effect of Reynolds number on the thermal performance of U-type
plate heat exchangers with and without mandrel

Fig. 15 Comparison of the performance of various multipass arrangements
of plate heat exchangers at port diameter, DpÄ70 mm

340 Õ Vol. 127, MARCH 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



changer. By changing the area ratio, the flow maldistribution can
be increased so that the net effect of flow maldistribution on the
thermal performance of a U-type plate heat exchanger can be
observed as shown in Fig. 10. The figure shows that the maldis-
tribution deteriorates the effectiveness of the U-type plate heat
exchanger. It also reconfirms that even though the range of mald-
istribution parameters is very low for the present case~due to
difficulty of changingm2 at laboratory level by changing the num-
ber of plates and flow rate!, its effect on heat exchanger perfor-
mance is not negligible. In the present analysis, the maldistribu-
tion has been brought about by reducing the port size, hence, the
choice of port area seems to be vital as maldistribution in a plate
heat exchanger is considered. The larger the port cross-sectional
area is, the less the maldistribution is; but also, the area available
for heat transfer in the plates is less. Thus one needs to meet the
balance between reduction of NTU due to plate area reduction and
decrease of maldistribution when the port is made larger. Figure
10 presents the effectiveness data for both experimental measure-
ments and theoretical calculations. Excellent agreement is found.
This clearly indicates that although the present theoretical model
is based on a number of simplifying assumptions, it describes the
flow distribution and heat transfer behavior in plate heat exchang-
ers quite accurately. The same effect can be seen in Fig. 11 for the
Z-type configuration. Here also the experiments and computations
seem to match closely. However, for the present range of maldis-
tribution parameters, the Z-type PHE appears to be less affected
by maldistribution, which is concluded from the closeness of the
effectiveness curves both with and without the mandrel. The com-
parison of both U- and Z-type plate heat exchangers can be found
in Fig. 12 while plotting the data under the same conditions of
port diameter,Dp570 mm andR51.0. It shows that the Z-type
plate exchanger is inferior to the U-type plate heat exchanger with
respect to flow maldistribution effects for the given NTU and
maldistribution. However, for the present range of parameters the
difference is found to be not very significant, primarily due to
small values ofm2. Apart from reduction of port size, the other
parameter increasing the maldistribution is the number of chan-
nels. Figure 13 shows the comparison for U-type plate heat ex-
changers having 19 and 33 plates, respectively. The results clearly
indicate that with an increasing number of plates, the effectiveness
decreases due to increasing maldistribution. This is very impor-
tant, from a practical point of view, because in industrial plate heat
exchangers the number of plates are much higher, some times on
the order of hundreds. Hence, this aspect of flow maldistribution

dealing with the number of plates is of great significance in prac-
tical applications. Finally, maldistribution is also related to the
frictional resistance inside the channel. For this reason, Rao and
Das@15,16#found theoretically that soft plates~a;30 deg!bring
about more maldistribution than hard plates~a;70°!. For a given
plate heat exchanger, the channel resistance varies with flow rate.
The higher the flow rate, the lower the overall channel friction
coefficient, and the higher the flow maldistribution is. In addition
to this, an increase in flow rate also reduces NTU. Hence, with
increasing flow rate the effectiveness of the heat exchanger will
decrease. Figure 14 reconfirms this.

To observe the effect of maldistribution on the multipass ar-
rangements of 1-2, 2-2, and 2-3 pass plate heat exchangers, ex-
perimental data were obtained forN532, R51.0, and port diam-
eter,Dp570 mm at different flow rates, and these are compared to
theoretical predictions as shown in Fig. 15. It is found that the
multipass arrangement with an equal number of passes on both
sides gives higher thermal effectiveness than any other multipass
arrangement. It is also found that the experimental data for all the
multipass arrangements agree well with the present theoretical
model. The results indicate that the 2-2 pass PHE has the best
performance because the countercurrent flow in all the passes in
contrast to 1-2 and 2-3 passes where some passes of the heat
exchanger are co-current. Figure 16 also shows the effect of flow
maldistribution in multipass plate heat exchanger. It is found that
even though flow maldistribution affects the thermal performance
of multipass PHEs of both cases, this deterioration is small com-
pared to that of single-pass plate heat exchangers~Figs. 10 and 11!
with comparable port dimensions. Particularly at higher NTU,
multipass plate heat exchanger seems to be more advantageous
with respect to flow maldistribution. Thus, apart from increasing
port dimensions and decreasing flow rate and number of plates,
which may not be possible for hydraulic and thermal constraints,
multipassing is an alternative through which the maldistribution
effect can be reduced.

7 Conclusions
An investigation of the effect of flow maldistribution on the

thermal performance of plate heat exchangers has been carried
out. An analytical model for both single and multipass plate heat
exchangers with an extensive validation through carefully de-
signed experiments has been presented. The results clearly indi-
cate that even though the model uses a port-to-channel flow dis-

Fig. 16 Effect of flow maldistribution on thermal performance of multipass
PHE
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tribution correlation based on continuous flow of fluid out of the
manifold, it can predict the performance in the presence of mald-
istribution in PHE quite accurately. The parameters~which are
found to influence the maldistribution and, as a consequence, the
thermal performance of plate heat exchangers! are flow or pass
arrangement, port dimension, number of channels, and fluid flow
rate. It is found that the flow maldistribution decreases with in-
creasing port dimension, suggesting use of larger port diameter as
can be accommodated by sacrificing acceptable loss of heat trans-
fer area. The flow rates are also to be kept to the minimum pos-
sible for a given heat duty to avoid maldistribution. An important
alternative to reduce maldistribution, particularly at higher NTU,
is to use multipass arrangements, which might be more relevant
for an industrial heat exchanger with a larger number of operating
plates.
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Nomenclature

a 5 exponent of Re Eq.~5!, @-#
ā 5 coefficient matrix, Eq.~22!

a1 5 exponent of Pr in Eq.~29!, @-#
A 5 heat transfer area for effective plate, m2

Ac 5 cross-sectional area of the channel, m2

Ap 5 cross-sectional area of the port, m2

At 5 total heat transfer surface area, m2

b 5 plate spacing in packed plates, m
B̄ 5 diagonal matrix, Eq.~23!
c̄ 5 coefficient matrix, Eq.~22!
C 5 constant in Eq.~5!

Cp 5 isobaric specific heat of the fluid, J kg21 K21

Dp 5 port diameter, m
e 5 matrix of eigen vector in Eq.~24!

K̄ 5 the coefficient of matrix,@-#
de 5 equivalent diameter of port, 2b, m
h 5 heat transfer coefficient, W m22 K21

l 5 vertical distance between two ports, m
L 5 fluid flow length in a channel, m

Lp 5 length of port of the plate package, m
ṁ 5 mass flow rate, kg s21

m 5 flow distribution parameter which is the square
root of m2, @-#

m2 5 maldistribution parameter,@-#
n 5 number of channels per fluid,@-#
N 5 total number of channels,@-#

NTU 5 number of transfer units,@-#
Nu 5 Nusselt number,@-#

p 5 dimensionless pressure in the port,P/rWo
2, @-#

P 5 pressure in the port, N/m2

DP 5 dimensionless pressure drop across a plate heat
exchanger,@-#

Pr 5 Prandtl number,@-#
R 5 heat capacity flow rate ratio5

(ṁCp)1 /(ṁCp)2 , @-#
Re 5 Reynolds number, Re5@Uc(2b)#/y, @-#
rh 5 ratio of heat transfer coefficients,@-#
rv 5 ratio of velocity,@-#

Rwall 5 thermal resistance of plate, mK/W
t 5 non dimensional temperature of fluids

5(T2T2,in)/(T1,in2T2,in), @-#
T 5 temperature of fluid, K

Th,in 5 inlet temperature of the hot fluid, K
Th,o 5 outlet temperature of the hot fluid, K

Tc,in 5 inlet temperature of the cold fluid, K
Tc,o 5 outlet temperature of the cold fluid, K

DTlm 5 logarithmic mean temperature difference, K
S̄ 5 matrix of differential temperatures, K
u 5 dimensionless channel velocity,Uc /Um , @-#
U 5 overall heat transfer coefficient, W/m2 K

Uc 5 channel velocity, m/s
Um 5 mean channel velocity, m/s

F̄ 5 matrix of eigen values of the matrixā
H 5 width of the plate, m
w 5 dimensionless velocity in the port,W/Wo , @-#
W 5 velocity of port,@m/s#

Wc 5 axial component of the inlet flow velocity of
channel, m/s

Wo 5 port inlet velocity,@m/s#
ȳ 5 coefficient matrix in Eq.~25!
x 5 axial distance of fluid flow in the channel, m
X 5 non-dimensional axial distance of fluid flow in

the channel5x/L, @-#
Z 5 position of channel along the port, m
z 5 dimensionless position of channel along the

port, @Z/Lp#, @-#

Greek Symbols.

a 5 the corrugation angle of chevron plate,@-#
b j 5 jth eigen value of matrix A,@-#
n 5 kinematic viscosity of the fluid, m2 s21

« 5 effectiveness of a heat exchanger5
@(ṁCp)h(Th,in2Th,o)#/@(ṁCp)min(Th,in2Tc,in)#

zc 5 overall head loss friction coefficient for chan-
nel flow, @-#

r 5 density of fluid, kg/m3

l 5 thermal conductivity of fluid, W/mK

Subscripts.

c 5 cold fluid
ch 5 channel

h 5 hot fluid
i 5 ith channel

in 5 at inlet
o 5 at outlet
* 5 exhaust port

m1 , m2 , m3 5 adiabatically mixed values from HX1, HX2,
and HX3, respectively

min 5 fluid with minimum heat capacity rate
uniform 5 case of uniform flow distribution among

channels
w 5 plate

wi 5 ith plate
~without

subscript!5 intake port~in pressure terms shown in Fig. 1!
1 5 the fluid in odd channel
2 5 the fluid in even channel
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Frost Temperature Relations for
Defrosting Sensing System
To develop a better defrosting control system on finned evaporators of a refrigeration
system, a study is conducted to better quantify the frosting and defrosting processes by
using an infrared thermometer to determine the frost surface temperature. For gradual
frost deposition a slow variation in surface emissivity is expected, while the defrosting
process is characterized by a sudden change of this property. As an indicator for the
defrosting initiation control mechanism, the times at which the IR signals stabilize at
different conditions (Reynolds number, cold surface temperature, and ambient tempera-
ture) are reported along with the terminal mass concentration of a defined frosting pro-
cess. On the other hand, the abrupt variation of surface emissivity indicates the termina-
tion of the defrosting process. Removable fins are used to measure frost weight, and a
video microscope is used to determine the frost thickness. Defrosting initiation time and
durations marked by melting, temperature are reported as a function of initial mass
concentration and defrosting base surface temperature. The presented results could be
used to design a better defrosting control system with better accuracy and energy saving
features.@DOI: 10.1115/1.1860566#

Introduction
Under design and operation conditions of various freezers and

refrigeration systems, frost formation on evaporator surfaces~i.e.,
air-refrigerant heat exchangers! occurs inevitably. The conse-
quence of frost formation is well known, that is reducing the heat
transfer rate of the evaporator and blocking the air passage~or
increase the flow resistance through fin structure.!, reducing the
cooling capacity of the equipment. In order to restore the original
heat exchange conditions, the heat exchanger is periodically de-
frosted.

Different analytical models and experimental correlations have
been developed in the last 20 years; nevertheless the problem of
frost formation on evaporators is still affecting the regular opera-
tion of this equipment. The mathematical models and correlations
can be used during the design phase of the equipment, in order to
predict frost formation and establish the critical conditions used to
set up the defrosting cycle. Surface treatment can also reduce frost
deposition and extend the frost growth time. However, the most
effective method that would ensure the maximum overall equip-
ment efficiency is in situ defrosting control. The effect of defrost-
ing on the equipment efficiency depends mainly on the excess
heat introduced to the system, or the mass of frost left on the fins
due to an incomplete defrosting cycle. Both insufficient and ex-
cessive defrosting will result in a poor performance of the equip-
ment and a waste of energy.

From the available literature, significant efforts have been com-
mitted to frost formation on a flat plate configuration and above
freezing air conditions. One of the earliest works on finned sur-
face is the one by Tao, Mao, and Besant@1#, where they also
mentioned the importance of the frost surface temperature (Tf) as
an indicator of the heat transfer characteristics, and presented a set
of curves based on numerical modeling of the relationship be-
tween this parameter and the frost layer density and thickness. A
frost growth model for heat exchanger fins was presented by Chen
et al. @2#, where the frost thickness (d f) is calculated at different
locations along the fin surface. In this model, the required frost
surface temperature is ‘‘calculated’’ in an intermediate step, and
later used to determine the frost height. This data can be compared
to the values obtained in the present work. This model was further
used in modeling the heat exchanger performance@3#. Another

model for frost growth on heat exchanger fins was presented by
Martines-Frias and Aceves@4#. An evaluation of the overall per-
formance effect of frost formation on an air-to-air heat pump was
obtained by combining the frost growth model in a heat pump
model. As before, the frost surface temperature (Tf) is found in an
intermediate step from the energy balance relation.

The importance of the temperature difference between the air-
frost interface and the cooling surface (Tw), was also addressed in
the work by Hao et al.@5#, where they introduced the holographic
interferometry technique to measure the frost surface temperature.
The method proved to be appropriate for the case of natural con-
vection, especially when the temperature distribution of the sur-
rounding air over the cold surface is stratified. For forced convec-
tion, the thermal boundary layer over the finned surface is very
thin, limiting the resolution required for the holographic interfer-
ometry to be effective.

In this paper, the use of infrared thermometry is proposed as an
alternative temperature measurement method. A series of experi-
ments was conducted to investigate the relation of the frost sur-
face temperature,Tf , and the frost layer characteristics, namely
frost layer average thickness,d f , and density,r f . The special
attention is given to the possibility to use this method as a tool to
monitor and control defrosting processes. Here, our focus is on the
relatively long period of frost formation period, which is up to 25
h and often defined as a densification and bulk-growth period
~DBG @6#!. The resulted frost properties will also be used as the
initial conditions for investigating the defrost processes for which
the feasibility of using infrared signals as a sensing and control
signal is discussed.

Theoretical Background
Under a forced convection ambient condition, a frost growth

process on the fin surface is influenced by a number of variables
that make the functional generalization of frost properties such as
frost thickness and density complicated. From a heat transfer pro-
cess point of view, we may choose frost thickness,d f , and den-
sity, r f , as two fundamental indicators of the measure of heat
transfer degradation. It has been shown@7# that the following
phenomenological relations exist:

d f5 f 1~ t;Tw ,To ,Re,geometry! (1)

r f5 f 2~ t;Tw ,To ,Re,geometry! (2)
Manuscript received April 27, 2004; revision received December 2, 2004. Review
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It has also been known that the functionsf 1 and f 2 are very
much dependent on particular operating conditions. It is very dif-
ficult, if not impossible, to have an exhaustive list of the above
functions to cover all the possible operating conditions, especially
when it deviates from the steady-state design conditions. Ideally,
it will be desirable to determined f and r f from an easily mea-
sured parameter such as a frost surface temperature because a
measured cold surface temperatureTw does not necessarily detect
the presence of frost. From Fourier’s law of conduction, we may
arrive at the following,

d f}keff~Tf2Tw! (3)

where Tw can be reasonably assumed as constant. Sincekeff5f
(r f ; operational condition! @8#, we may infer that

ṁ95r fd f5 f @Tf~ t !# (4)

If we can directly measure the frost mass concentration,ṁ9,
from a sensing signal,Dp,

ṁ95g~Dp! (5)

then, Eqs.~4! and ~5! will yield a simple direct sensing system
that could lead to a more accurate, energy saving defrosting con-
trol solution. This study attempts to explore such a scenario by
developing the underlying relation leading to Eq.~4!.

Numerous correlations for the frost thermal conductivity (keff)
are available in the literature. A good collection of these correla-
tions is presented in Ref.@8#. In order to evaluate the applicability
of these correlations, two of the most commonly used equations
are compared with the experimentally obtained thermal conduc-
tivity. The correlations by Sanders et al., and Lee et al.@8#, which
apply for the same geometrical configuration and operational con-
ditions used in this work, were selected for this matter.

The frost layer’s transport properties depend on its microgeom-
etry, which in turn is a function of the operational conditions. A
classification of the frost formation types was first introduced by
Hayashi@9#, who also identified two main phases in the frosting
process. The frosting process starts with the dropwise condensa-
tion of water vapor on the cold plate~DWC period!. Part of the
heat removed from the plate is released by the droplet until a
critical time is reached when the condensate freezes. The solidifi-
cation and tip-growth period starts~STG period!, which is char-
acterized by a vertical crystal growth on top of the initial droplet.
After a transition period, which depends on the heat transfer char-
acteristics, branching of the ice column starts, and a uniform po-
rous layer forms underneath the column-tip interface. This period
is known as the densification and bulk-growth period~DBG
period!.

Infrared Thermometer
Radiation temperature sensors operate with electromagnetic ra-

diation with a wavelength from 0.75 to 1000mm. Infrared radia-
tion obeys all the laws of light. The Stephan Boltzmann law gives
infrared radiation flow between two bodies:

Qrad}Acool~Thot
4 2Tcool

4 ! (6)

The object whose temperature is being measured is considered
a ‘‘gray’’ body, in other words, the radiation emitted is a fraction
of the radiation emitted by a ‘‘black body’’ at the same tempera-
ture, defined by theemissivity,«5WGB /WBB .

The basic design of an IR thermometer includes a lens, a de-
tector element, an emissivity adjustment button, and a circuit to
compensate for changes in ambient temperature. The radiation
from the target body is focused on the radiation detector, causing
an increment in the detector’s temperature, until the losses~to the
surroundings!balance with the heat input. The heat losses are
proportional to the temperature difference between the element
and the surroundings. This temperature difference can be mea-
sured using a thermocouple, and the output voltage is then pro-
portional to the target’s body temperature.

The radiation thermometer includes an emissivity adjustment
pin, with a range from 0.01 to 0.99.

The emissivity value is a function of the body’s temperature
and surface characteristics; therefore the reading of the thermom-
eter can change due to variation of this parameter, and a calibra-
tion function is required. In order to obtain the relation between
the IR signal and the actual temperature, the emissivity is fixed to
the largest value~0.99!, a set of tests at different surface tempera-
tures~and different frost temperatures! is performed, and the re-
lation is tabulated. Surface thermocouples are used to measure the
temperature at the point when the frost layer begins the growth
process~and the temperature is close to the surface value!.

The calibration chart is presented in Fig. 1. Two temperature
ranges are identified, low temperature~IR signal from 230 to
245°C! and high temperature~IR signal from 215 to 225°C!
and a corresponding function to each range. Equations~7a! and
~7b! are the functions for the low- and high-temperature ranges,
respectively. For a single function to cover the entire range, a
combination of the last two was used:

Tf50.4109~TIR!24.9056 (7a)

Tf50.8584~TIR!11.1343 (7b)

Experimental Setup and Procedure
The experimental setup is presented in Fig. 2. The air inside a

cold chamber~1.8331.8332.44 m3!, where temperature is main-
tained between215°C and220°C by means of a HEATCRAFT
compact chiller~PTN031L6B!, is forced by a centrifugal forward
curved variable speed fan to pass by the test section. The test
section consists of a finned test surface, an aluminum block, a
thermoelectric cooling module, a heat-sink heat exchanger, and
the insulation layers, as shown in Fig. 1~c!. In the test section, the
temperature of an aluminum plate~40340 mm2! with equally
spaced fin inserts is reduced using a thermoelectric cooling mod-
ule ~Magaland 4034033.8 mm3!. The thermoelectric cooling
module is mounted on the heat-sink heat exchanger using the
thermally conductive double-sided adhesive tape. The heat ex-
tracted by the module is then rejected to a thermal sink, where
temperature is kept constant by a flow of a solution of water and
ethylene glycol ~50-50! from a refrigerated circulator. An
OMEGA thin film heat flux sensor~HFS-3! measures the heat
removal from the plate, while a set of T-type thermocouples
~copper-constantan! measures the temperature of the plate and the
airflow. High thermal conductivity paste~Omegatherm 201! is
used between each one of the elements. A microscope/camera
arrangement is used to collect images during the experiments. A
PULNIX TMC-1000 digital camera is attached to an INFINIVAR
zoom microscope, and a capture board~IMAQ PCI-1428!collects

Fig. 1 Infrared sensor calibration chart, low and high tempera-
ture range
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the signal from the camera to the PC. An infrared thermometer
~Omega O565!with thermocouple output is used to measure the
temperature of the frost top temperature. All of the signals from
thermocouples are recorded and monitored by a PC computer
through an OMEGA OMB-DS-16-8-TC data shuttle.

The temperature on the plate can be controlled by the tempera-
ture on the heat sink and by the power supplied to the cooling
module. The fluid temperature can be controlled with a measured
fluctuation of60.1°C during a typical experiment. A bypass loop
is set to allow that the cold fluid circulates outside the heat-sink
heat exchanger before the fluid temperature reaches the desired
value. For this set of experiments, the temperature at the heat sink
is set up at210°C.

Three levels of defrosting power are studied. The output of a
variable voltage power supply is set to yield a heat flux of 31,500,
50,000, and 60,000~w/m2!, respectively, at a low air velocity of
3.3 m/s corresponding to Reynolds numbers of 1400, and 45,000,
63,000 and 75,000~w/m2!, respectively, for a high air velocity of
10 m/s, which corresponds to the Reynolds number of 4500. The
range selected for this study covers the maximum and minimum
values found in actual applications. The power supply set point
also determines the final fin base temperatures, which end up be-
ing approximately220°C, 223°C, and226°C, respectively.

The density and thickness of frost are measured~or calculated!
at different points during the frost and defrosting processes to

arrive at the correlations of these properties with the frost surface
effective temperature. Removable fins are used to obtain the
weight of a frost layer at a specific time during the frost growth
process. Figures 3 and 4 present two pictures of the removable
fins arrangement. Figure 4 shows the frost layer formed on the fins
for a typical case of Re51400 and wall temperature of223°C.

In order to obtain the frost thickness, the software MatLab is
used to process and analyze the digital images taken during the
frost growth. The fin area from a picture at the initial time is
subtracted from the total frost area obtained from the final picture.
The average thickness is obtained by integration over the fin pe-
rimeter. With the average thickness and the net frost weight, the
average density is obtained for the case of study. This procedure is
repeated for each of four experiments at a specified time during a
frost growth process under the same ambient and cold surface
conditions. For the low Reynolds number~Re51400!, the four
time segments are 6, 12, 18, and 24 h, while for the high Reynolds
number~Re54500!, the time segments are 3, 6, 12, and 24 h of
frost growth.

The instrument uncertainty for the infrared meter output is 1°C,
which corresponds to 5% of the average measurement, and the
uncertainty for thermocouple measurements is 0.5°C~2.5% of av-
erage temperatures for the present study!. The voltage output of
the heat flux meter has a sensitivity of 3 mV, which represents an
uncertainty that varies from 2% to 5% for the maximum and mini-

Fig. 2 Schematics of experimental apparatus
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mum operational heat removal rates. Minimum and maximum
measurement uncertainties are combined in frost density calcula-
tion. A measurement uncertainty of only 0.005% for the frost mass
is obtained with a high precision balance with a standard error of
0.001 g. The values of frost cross-section area obtained by image
analysis have a variation of 5% of the average value, which is
transferred to a total of 7.5% uncertainty for the frost density. The
frost thickness measurement bears a 2.5% uncertainty resulting
from image analysis.

Table I summarizes the cases of study for the present work. The
cases are classified by airflow regime~laminar or turbulent! and
heat extraction rate~or base temperature!, and four time segments
for each case.

Results and Discussion
In the following, we first discuss the results obtained during a

series of frosting processes. The relation derived from the results
can be used as an indicator~input data!for the defrosting control
purpose. We then present results that correspond to the defrosting
processes.

Frosting Processes. The results for the low Reynolds number
~Re51400!are presented in Figs. 5–8. At this airflow, frost thick-
ness is a linear function and higher values of thickness are ob-
tained as the fin base temperature is reduced. This result is pre-
sented in Fig. 5. A similar trend is observed for the tree cases,
meaning that after the early stage of droplet condensation and
freezing, the frost nucleation rate is independent of the base tem-
perature. The critical time~freezing of condensed droplets! is a
direct function of the wall temperature, and, as a result of longer
condensation period, a denser initial layer is obtained for the cases
of wall temperatures220°C and223°C, compared to a less dense
and thicker layer obtained at a wall temperature of226°C. The
variation of the temperature difference between the fin base and
frost surface is presented in Fig. 6. Frost growth for low airflows
is characterized for an earlier vertical growth, also known as the
solidification and tip-growth period~STG!, followed by a horizon-
tal growth stage~or frost layer development! and a final frost layer
growth stage, or densification and bulk growth~DBG! period. A
detailed explanation of the frost growth process for these condi-
tions is presented in Ref.@8#. The curves on Fig. 6 start at a point
during the STG period, and, as it can be seen, there is a reduction
in this temperature difference, reaching a minimum point at the
end of this period. The wall-frost temperature difference then in-
creases during the DBG period, and finally stabilizes and in-
creases gradually at the end. This decrease and increase in tem-

Fig. 3 Removable fins „aluminum 38Ã38Ã1.6 mm…. Thermal
conductive paste is used between fins and base.

Fig. 4 Frost layer developed on fin surface: TaÄÀ7°C, TwÄ
À23°C, q wÄ31,500 WÕm2

Fig. 5 Frost layer thickness history for different base tempera-
tures and heat flux removal rates: Re Ä1400

Fig. 6 Base-frost temperature difference history for different
base temperatures and heat flux removal rates, Re Ä1400

Table 1 Test matrix

Case
no.

Reynolds
no.

Wall
temperature

~°C!
qw

~W/m2!

Frost
growth

~h!

1 1400 220 31,500 6,12,18,24
2 1400 223 50,000 6,12,18,24
3 1400 226 60,000 6,12,18,24
4 4500 220 31,500 3,6,12,24
5 4500 223 50,000 3,6,12,24
6 4500 226 60,000 3,6,12,24
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perature difference explains the ‘‘zigzag’’ curve of Figs. 7 and 8.
These figures illustrate the variation of mass concentration and
thickness, respectively, with the surface-frost temperature differ-
ence. If we take the value of the thickness at the end of the
vertical growth period to be the minimum, we note that even
though the thickness increases to a certain degree during the DBG
period, the base-frost temperature difference will decrease~see the
section to the left of the minimum on the curves!. On the other
hand, during the DBG period this temperature difference increases
as the thickness increases, which represents the right sides of
those curves. The effect of a reduction on the base surface tem-
perature is an increase of temperature difference values, due
mainly to an increase in thickness. The mass concentration, how-
ever, is not significantly affected by this change.

For a high Reynolds number, on the other hand~Re54500 in
Figs. 9–12!, there is a more uniform frost nucleation than with
low airflow regime. The STG period is negligibly short, and es-
sentially there is only one frost growth period~the DBG period!
after nucleation. There is a rapid frost layer thickening at the
beginning of the frost growth process followed by a reduction in
the curve slope as the maximum value~half of the space between
fins! is approached. This trend is presented in Fig. 9 for three
different cases, where the curve with higher values corresponds to
the lower surface temperature. In contrast to the low Reynolds
figures, the initial thickness is different in the tree cases, meaning
that each one has a different critical time~initiation of DBG pe-
riod!. At the end of this period~around 12 h!, there is not a
significant difference in the layer thickness, and the difference
shown at later times could be attributed to measurement error.
Figure 10 shows the variation of the temperature difference be-
tween the fin base and the frost surface for the turbulent case.
These curves present a trend similar to that obtained in the thick-

ness curves, with the difference of a noticeable reduction on the
slope as the heat removal rate is reduced. Figures 11 and 12 show
the variation of mass concentration and thickness with the
surface-frost temperature difference. In these two figures, an ex-
ponential increase in the value of the parameters with the base-
frost temperature difference is observed and, similarly as in the
case of laminar Reynolds number, the main effect of surface tem-
perature reduction is to increase the values of the base-frost sur-
face temperature difference.

The effect of increasing the airflow~Reynolds!can also be
depicted from this set of plots. In general, higher values of thick-
ness and mass concentrations will be found at high Reynolds
regimes.

Fig. 7 Mass concentration on fin surface as a function of
frost-wall temperature difference for different heat removal
rates, ReÄ1400

Fig. 8 Frost thickness as a function of frost-wall temperature
difference for different heat removal rates, Re Ä1400

Fig. 9 Frost layer thickening history for different base tem-
peratures and heat removal rates, Re Ä4500

Fig. 10 Base-frost temperature difference history for different
base temperatures and heat flux removal rates, Re Ä4500

Fig. 11 Mass concentration on fin surface as a function of
frost-wall temperature difference for different heat removal
rates, ReÄ4500
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Defrosting Processes. Another important part of this study is
dedicated to the defrosting processes. The variation of the frost
surface temperature can be used as an indicator~and control sig-
nal! of the defrosting process.

In order to simulate a hot gas defrosting process, a valve ar-
rangement was installed in order to switch between two constant
temperature circulators, one of which was set at 0°C to be used for
frost growth in combination with the thermoelectric module,
while the other one was set at a higher defrosting temperature
~20°C, 40°C, or 60°C!. Both the thermoelectric module and the
variable speed fan should be turned off prior to defrosting. The
initial mass concentration was measured, using the method dis-
cussed in the previous section, in order to obtain a set of relations
of required defrosting time for an initial mass concentration at
different defrosting temperatures. Figure 13 shows the defrosting
temperature history for a frost layer initially of 0.03 g/cm2 using a
defrosting temperature of 40°C. In this plot, the wall temperature
~base!increases from227°C to 25°C at the end of the defrosting
process, while the surrounding air is maintained at27°C. The
most interesting curves in this plot correspond to the IR reading
and the heat flux. A first heat flux pulse is related to the cooling
module shut-off, and higher values are obtained as the heating
flow circulates trough the heat sink, reaching a maximum value at
the point where the wall temperature matches the air temperature,
and reduces as the wall temperature increases beyond that value.
The IR signal’s curve, on the other hand, presents a gradual in-
crease from220°C to a steady28°C corresponding to an equi-
librium point with the surrounding air. A sudden increase in the
signal appears when the layer finally melts.

In order to study the effect of leaving the fan on during the
defrosting~forced convection with air stream!, two cases will be
studied. The required defrosting time as a function of the initial
mass concentration~at the defrosting initiation! was obtained for
the cases of forced and natural convection with the air stream.
Figure 14 shows a linear relation of the defrosting time required
as the initial mass concentration increases, for the case of forced
convection and defrosting temperature of 40°C. The energy re-

quired for this case also increases linearly with the mass concen-
tration as presented in Fig. 15. In this figure, the energy required
to melt the initial mass of ice is compared to the total energy
required which includes the sensible heating of the heat transfer
surface. It can be seen that approximately 70% of energy supplied
to the surface is used to heat the heat exchanger material and
surrounding air and only 30% is used to melt the ice.

The results obtained for natural convection surrounding condi-
tions are presented in Figs. 16 and 17. The required time and
energy for this case are in general much lower than for forced
convection. The most important result was obtained for low mass
concentration~below 400 g/m2!, where the major fraction of en-
ergy is used to heat the surface, and therefore there is almost no
variation of energy and time as the concentration increases. In
other words, setting the maximum~allowable!concentration be-
low 400 g/m3 will have almost no effect in the required defrost
time and energy.

Another alternative for the effective frost temperature is the
air-frost temperature difference. This value reduces as the frost
thickness increases, and a minimum point could be set for defrost-
ing initiation. An historical variation of this temperature difference
is presented in Fig. 18 for the turbulent case and two different heat
removal rates. The simulated heat gain due to door openings can
also be observed in this figure as frequent temperature increments.

Bulk Effective Thermal Conductivity of Frost. The insula-
tion effect of the frost layer can be measured by the following
bulk effective thermal conduction of frost:

k̄eff5
qw

~Tf2Tw!/d f
. (8)

Fig. 12 Frost thickness as a function of frost-wall temperature
difference for different heat removal rates, Re Ä4500

Fig. 13 Defrosting process with an initial mass concentration
„m i… of 0.030966 „gÕcm 2

…, and defrosting temperature of 40°C

Fig. 14 Required defrosting time as a function of initial mass
concentration. Forced convection versus natural convection.
Defrosting temperature of 40°C.

Fig. 15 Required defrosting energy as a function of initial
mass concentration. Forced convection at low Reynolds num-
ber and defrosting temperature of 40°C.
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In this study, we determinek̄eff from the measuredqw during a
frosting process, which varies with time, and, therefore, by defi-
nition it is different from the local frost effective thermal conduc-
tivity defined in many models@10,11#. Figure 19 shows the results
as a function of frost density for two different Reynolds numbers.
The results reported by Sanders@12# and Lee et al.@13# are also
shown for comparison. It can be seen that the measured results
from all the cases in this study generally follow the trend of in-
creasing in value with frost density, although a scattering trend is
observed because of additional variables associated with pro-
cesses under different ambient conditions and total frosting time.
In general, the reported data are higher than those reported in

@12,13#. It is interesting see that the measured data do follow the
trend predicted by the theoretical approximation of thermal con-
ductivity of a porous matrix consisting of ice and air:

k̄eff5« iki1~12« i !ka , (9)

where« i5(r f2ra)/(r i2ra) is the volume fraction of ice phase
in frost. This observation may lead to a reasonable assumption
that a simple model such as Eq.~9! can be sufficiently used to in
a distributed analysis that treats the frost layer during the bulk
growth period as a porous medium.

Comparison Between Frosting and Defrosting Processes.
Except for a transient period of dropwise condensation~DWC
period!and solidification and tip-growth~STG period!, a frosting
process is typically characterized by a quasi-steady deposition
~layer formation!of ice crystals under a relative constant tempera-
ture difference between the refrigerant and ambient air. On the
other hand, the defrosting process is a transient process where the
temperature of refrigerant~hot gas!or ambient air increases rap-
idly. After the ice changes to liquid, the process becomes more
unstable. The major difference in the frosting and defrosting time
scales also result in the significant difference in the heat transfer
flux through the heat exchanger surface. From the practical stand-
point, it is desired to shorten the defrosting process with minimum
heating energy consumption and prolong a frosting process if pos-
sible. Therefore, different modeling techniques may be sought to
analyze those different processes. However, there is a strong de-
pendency of a defrosting process on the preceding frosting pro-
cess because both involve cumulative phenomena of a frost layer.
The initial condition of a defrosting process is the final condition
of the preceding frosting process. Using a frost surface tempera-
ture sensor, such as the one proposed in this study, along with
other means, one may better characterize the linkage between a
frosting and a defrosting process and ultimately improve the over-
all effectiveness and efficiency of a refrigeration system.

Summary
In this study, infrared thermometry is presented as an alterna-

tive method to obtain the frost surface temperature. A set of ex-
periments was conducted in order to obtain the relation of the
effective frost surface temperature with the thickness and mass
concentration of the frost layer. These results could be used in
conjunction with the sensing equipment as a defrosting control
system. During frost growth, the relations of thickness and density
could control the frost initiation time, while the defrosting termi-
nation will be given by the sudden change in the sensor signal.

Fig. 16 Required defrosting time as a function of initial mass
concentration. Natural convection and defrosting temperature
of 60°C.

Fig. 17 Required defrosting energy as a function of initial
mass concentration. Natural convection and defrosting tem-
perature of 60°C.

Fig. 18 Reduction of air-frost temperature difference at high
Reynolds number. Heat flux in W Õm2.

Fig. 19 Average effective frost thermal conductivity
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Nomenclature

A 5 heat transfer area, m2

k 5 thermal conductivity, W/~m•°C!
L 5 length of object, m
m 5 mass concentration, g/m2

P 5 pressure, Pa
Q 5 total heat rate, W
q 5 heat flux, W/m2

Re 5 Reynolds number
RH 5 relative humidity, %

T 5 temperature, °C
t 5 time, s

W 5 total emitted power, W

Greek Symbols

d 5 frost thickness, m
r 5 density, kg/m3

« 5 emissivity

Subscripts

a 5 air
BB 5 black body

base 5 aluminum base
cool 5 cold body’s surface

eff 5 effective
f 5 frost surface

frost 5 frost layer
GB 5 gray body
hot 5 hot body’s surface

i 5 ice
IR 5 infrared
o 5 ambient
w 5 cold surface
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Laminar flow and heat transfer in three-dimensional spiral ducts
of rectangular cross section with aspect ratios of 1, 4, and 8 were
determined by making use of theFLUENT computational fluid dy-
namics program. The peripherally averaged Nusselt number is
presented as a function of distance from the inlet and of the Dean
number. Fully developed values of the Nusselt number for a
constant-radius-of-curvature duct, either toroidal or helical with
small pitch, can be used to predict those quantities for the spiral
duct in postentry regions. These results are applicable to spiral-
plate heat exchangers.@DOI: 10.1115/1.1857950#

Keywords: Spiral, Heat Exchanger, Curved Duct, Dean Number

Introduction
The concept of the spiral-plate heat exchanger was apparently

first proposed late in the 19th century, according to Hewitt et al.
@1#, and was reinvented in Sweden in the 1930s. Early experi-
ments by Coons et al.@2#, Tangri and Jayaraman@3#, Hargis et al.
@4#, and Buonapane and Troupe@5# resulted in correlations for the
overall heat transfer coefficients and pressure drops for spiral
ducts that are similar to those for straight ducts. But, even though
more recent correlations reported by Minton@6# and Martin @7#
account for the average curvature of the spiral-plate heat ex-
changer, no information is in the open literature on the variation of
heat transfer coefficients along a spiral duct of rectangular cross
section. Minton@6# suggested the Graetz form

Nu51.86~Re PrDh /L !1/3~m/mw!0.4

with Dh /L5(a/d)1/2 whered is the local diameter of the spiral
and a is the channel width, reasoning that flow is continually
developing. Although he did not do so, this correlation can be
rewritten in terms of the Dean numberK that is descriptive of
swirling flow as

Nu51.32Kav
1/3Pr1/3~m/mw!0.4

Two related geometries have received considerable attention.
Dean@8,9# established that steady laminar flow in a toroidal~in-
plane! constant-radius-of-curvature~CRC! duct, the first geom-
etry, of circular cross section has a secondary flow pattern when
the Dean numberK exceeds a critical value. Ghia et al.@10#, Soh
@11#, Sankar et al.@12#, Cheng et al.@13,14#, Ghia and Sokhey
@15#, and Humphrey et al.@16# numerically determined the sec-
ondary flow vortex patterns and the Dean number ranges within
which each occurs for the rectangular cross section. Ligrani and

Niver @17# and Bolinder and Sunde´n @18# experimentally con-
firmed predictions for flow patterns and friction coefficients for
the rectangular cross section.

Heat transfer was numerically investigated by Cheng and Ak-
iyama @19# for steady fully developed laminar flow in toroidal
CRC ducts of rectangular cross section with an axially uniform
wall heat flux and a peripherally uniform wall temperature. Ak-
iyama and Cheng@20# solved the corresponding Graetz problem
for fully developed laminar flow. Both found the effect of second-
ary flow on the developing temperature field to be substantial.
Mori et al. @21# conducted both analytical and experimental heat
transfer investigations for the square cross section with constant
wall heat flux. Yee et al.@22# performed a numerical study of heat
transfer in a 90 deg channel with constant wall temperature.

The second geometry is a CRC duct that forms a helix of con-
stant pitch. In this geometry, establishment of the fully developed
conditions that often require more than a 360 deg turn can be
studied in a physically meaningful way. Thangam and Hur@23#
and Thomson et al.@24# established that the velocity distribution
for the helical CRC duct is nearly the same as for a toroidal CRC
duct.

In the following, a computational fluid dynamics investigation
of developing flow and heat transfer for laminar flow in a spiral
duct of rectangular cross section with an axially and peripherally
uniform wall heat flux and a peripherally uniform wall tempera-
ture is described. The results obtained are compared to those for a
helical CRC duct.

Formulation
The geometry of a spiral-plate heat exchanger is illustrated in

Fig. 1. The centerline radiusR of the spiral duct through which a
fluid flows is represented by an Archimedean spiral whose radius
varies with anglef from the origin,a is the constant duct width
andRi is the minimum centerline radius of the spiral, as

R~f!5af/p1Ri

The parameter values used for the rectangular cross section of
this study are similar to those encountered in spiral-plate heat
exchangers. For each aspect ratiog ~51,4,8!the duct width a was
0.02 m, the innermost radius of curvatureRi was 0.06 m, the
outermost radius of curvatureRo was 0.2 m, and the centerline
lengthS was 2.86 m. The number, 3.5, of spiral turns is less than
the 15 of some spiral-plate heat exchangers to keep the size of the
computational fluid dynamics problem within the computational
resources available. The largest aspect ratio of 8 is lower than the
maximum value of about 80 that can be encountered, but it is
large enough to enable discernment of essential differences be-
tween the square and the high-aspect-ratio case.

The hexahedral mesh for theFLUENT computational fluid dy-
namics program used to obtain solutions was constructed with the
aid of theGAMBIT program. The symmetry of the flow and thermal
fields was used to advantage by constructing a mesh only for the
upper half of the rectangular cross section. For the square cross
section, a uniform mesh of 30360 cells was employed; for the 8/1
aspect ratio, a uniform mesh of 323128 cells was used. Along the
length of the channel, 84 separate zones were formed as illustrated
in Fig. 1. For aspect ratios of 1 and 8 there were 864,000 hexa-
hedral cells and 1,720,320 hexahedral cells, respectively. The
mesh was graded in the streamwise direction so that cells were
more closely spaced near the inlet. Convergence was detected by
monitoring a physical quantity, such as shear stress, at one loca-
tion; about 100 iterations were performed after it ceased to
change. Uniform inlet velocity and temperature conditions were
used. For the thermal boundary conditions, equal and constant
heat fluxes were assigned to the inner and outer radial walls while
the top wall was made adiabatic.

Manuscript received January 5, 2004; revision received December 13, 2004. Re-
view conducted by: V. Prasad.
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The procedures described above were applied to the test case of
a laminar flow developing from uniform inlet conditions in a he-
lical CRC duct with constant pitch and rectangular cross section.
A mesh-refinement study established that the results for both the
velocity and temperature distributions are nearly independent of
the mesh size. Asymptotic values ofCf /Cf o and Nu/Nuo compare
well to those from other studies.

Results
The velocity distribution was determined first. With it in hand,

the temperature distribution was then obtained.

Secondary Flow. The evolution of the secondary flow struc-
ture for outward spiraling flow is shown in Fig. 2 forg58 and
with Re5100 and 500. The stream function contour lines repre-
sent the secondary flow above the symmetry plane, a matching set
of vortices lying below. As the Reynolds number increases from
100 to 500, the secondary flow field changes from a single-vortex
pair to a double-vortex pair. The maximum secondary velocity is
8–35% of the average streamwise velocity, depending on the Rey-
nolds number and aspect ratio. The stability map of Re versus
curvature ratio given by Thangam and Hur@23# for the helical
CRC duct predicts the onset of instability, secondary flow, in the
spiral duct. As can be seen in the adaptation in Fig. 3, the stability
boundary depends on both Reynolds number and curvature ratio,
explaining the different critical Dean numbers of 142 reported by
Joseph et al.@25#, 150 by Cheng et al.@14#, and 143 by Ghia and
Sokhey@15#. The region below the boundary represents the con-
ditions in which a single-vortex pair occurs while the region
above the boundary represents the conditions in which either a
double-vortex pair or roll cells occur. The combination of Rey-
nolds number and curvature ratio on the stability boundary iden-
tifies the critical Dean number at which the secondary flow
changes over from one pattern to the other.

Heat Transfer Coefficient. The Nusselt number Nu is based
on the inner and outer wall areas at which heat transfer occurs and
is peripherally averaged. The Nu variation versus Dean number

Fig. 1 Zone locations in the spiral duct

Fig. 2 Secondary flow streamlines for spiraling-outward flow
at the 1080 deg slice plane: „a… gÄ8, ReÄ100; „b… gÄ8, ReÄ500.
Only the upper half of the duct cross section is shown above
the symmetry plane
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for outward spiraling flows is shown in Fig. 4 forg58. The high
Nusselt number at the entrance is due to the uniform temperature
at the entrance, a boundary condition whose effect dies away in
the streamwise direction, leaving what is termed a ‘‘regular’’
variation. It is seen that Nu increases as Dean number increases,
the Nu values for a spiral duct being 6% larger than the fully
developed values in the helical CRC channel. As for the friction
coefficient, local Nu values in a spiral duct are closely predicted
by those for the fully developed CRC helical duct.

The Nu variation versus dimensionless distance from the en-
trance along the centerline is shown in Fig. 5 for outward spiraling
flows for g58. The oscillations in the developing Nu at the end of
the entrance region, where the Dean number is the highest, are
consistent with the observation by Thomson et al.@24#. They have
been observed for all cross sections and boundary conditions con-
sidered by other investigators.

The thermal entrance lengthLt was measured from the inlet to
the location at which the Nu began to follow a ‘‘regular’’ varia-
tion, close to the asymptotic Nu value for a CRC helical duct that
depends on the local Dean number. A general conclusion is that

0.005<Lt /Re PrDh<0.04

for 100<Re<500. The thermal entry lengths for a spiral duct
were about 10–80% of that for a straight channel and about 20–
100% of that for a CRC helical duct.

The average Nusselt number Nu of the present study for spiral
ducts is correlated for the uniform wall heat flux condition by

Nu/Nuo5110.0429~Kav /g!0.68Pr0.4,

1<g<4, 0<Kav<364, 0.7<Pr<5 (1)

Nu/Nuo5110.0767~Kav /g!0.57Pr0.4,

1<g<8, 0<Kav<384, 0.7<Pr<5 (2)

with 13% and 15% maximum error for Eqs.~1! and ~2!, respec-
tively. Here, Kav5(Ki1Ko)/2 and Nuo is the fully developed
value due to Savino and Siegel@26# and Siegel and Savino@27#
for a straight duct of the same aspect ratio: forg51, Nuo54.08;
for g54, Nuo55.64; for g58, Nuo56.01. Comparisons of aver-
age Nusselt number downstream of the entrance region from the
present study with correlations for the fully developed Nusselt
number in a CRC helical duct due to Cheng and Akiyama@19#and
Cheng et al.@13# are shown in Fig. 6. The average Nusselt num-
ber for a spiral duct is within 10% of that for a helical CRC duct,
higher in some cases and lower in others.

Fig. 4 Variation of the peripherally averaged local Nusselt
number for outward-spiraling flow with Dean number for gÄ8,
PrÄ0.7 and 5, and ReÄ100, 300, and 500

Fig. 3 Stability diagram in the Dean-number–curvature-ratio
plane for curved and spiral ducts for outward-spiraling flow
„adapted from †23‡…
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Previous numerical studies of SPHE performance have taken
the overall heat transfer coefficientU to be constant, which is seen
to be correct within about 10% if entrance regions are excluded;
in an entrance regionU can vary by as much as 50% from the
fully developed value. This information can be applied to studies
of spiral-plate heat exchanger performance, such as those per-
formed by Buonopane and Troupe@5#, Chowdhury et al.@28#,
Zhang et al.@29#, and Bes and Roetzel@30#. Additional details of
method and result, especially with regard to coefficient of friction,
are given by Egner@31#.

Conclusion
The fully developed, peripherally averaged Nusselt number for

a spiral duct of rectangular cross section is only 5–15% higher
than the values for a constant-radius-of-curvature helical duct.

Nomenclature

a 5 channel spacing, m
b 5 channel height, m
C 5 curvature ratio,5R/Dh

Cp 5 specific heat at constant pressure, J/kg K
d 5 local diameter of spiral

Dh 5 hydraulic diameter,52ab/(a1b)
h 5 local convective heat transfer coefficient,5qw /(Tw

2Tb), W/m2 K
h̄ 5 peripherally averaged convective heat transfer coeffi-

cient, 5(1/Ah)* hdAh , W/m2 K
k 5 thermal conductivity
K 5 Dean number,5Re(Dh /R)1/2

Lt 5 thermal entrance length, m
Nu 5 peripherally averaged Nusselt number,5hDh /k

Nuo 5 fully developed, peripherally averaged Nusselt num-
ber for straight duct of same cross section

Nu 5 streamwise-averaged Nusselt number,5(1/S)* NudS
Pr 5 Prandtl number,5mCp /k
qw 5 uniform wall heat flux, W/m2

R 5 radius of curvature, m
Rav 5 average radius of curvature to channel centerline,

5(Ri1Ro)/2, m
Re 5 Reynolds number,5rwavDh /m

S 5 length along the channel centerline
Tb 5 bulk fluid temperature,5(* TwdA/* wdA), K
Tw 5 peripherally averaged wall temperature,

5(1/A)* TwdA, K
w 5 tangential velocity, m/s
U 5 overall heat transfer coefficient,5(hi

211ho
21)21,

W/m2 K

Greek Symbols

g 5 channel aspect ratio,5b/a
m 5 dynamic viscosity, kg/ms
r 5 mass density, kg/m3

p 5 natural number,p53.1415 . . .
f 5 angle

Subscripts

av 5 average
i 5 inside

min 5 minimum
max 5 maximum

o 5 outside
w 5 wall

Fig. 6 Comparison of present correlations for average Nusselt
number „PrÄ0.7… versus average Dean number with those of
previous studies „boundary conditions: H1 is constant axial
wall heat flux and constant peripheral wall temperature, H2 is
constant axial wall heat flux and constant peripheral wall heat
flux…

Fig. 5 Variation of local Nusselt number with streamwise dis-
tance along the centerline for gÄ8 and spiraling-outward flow
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